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Abstract 

 

Over the past few decades, an international effort has been undertaken to develop 

electric generators using rotors with super-conducting windings. The main differences 

between superconducting generators (SCGs) and the conventional generators are that (i) 

the SCG has a double rotor screen and (ii) the SCG’s field windings on the rotor are 

made up of super-conductors that have zero resistance at cryogenic temperature and, 

therefore, completely eliminate resistive losses from the rotor.  

In order to enhance power system stability, a conventional power system 

stabilizer (CPSS) is commonly applied to the conventional generator excitation system to 

damp oscillations. In an SCG, due to the long field time-constant and the shielding effect 

of the double rotor screen, it is not effective to control through the generator excitation 

system. A possibility, considered here, is to control the SCG through an electro-hydraulic 

governor as its time-constant is much less than that of the field winding.  The objective of 

this research is to test the performance of an adaptive power system stabilizer for a SCG 

based on the pole-shift linear feedback control algorithm and acting through the SCG 

electro-hydraulic governor. 

The system considered is a single SCG – infinite-bus power system driven by a 

three stage turbine that includes a re-heater. The turbine is controlled by an electro-

hydraulic governor. A third order autoregressive moving average (ARMA) model is used 

to represent the plant that can be controlled by an adaptive pole-shift controller through 

the electro-hydraulic governor 
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RD2  Generator d-axis inner screen resistance of SCG (Ω) 
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SCG  

Ef max             Maximum limit voltage of an exciter (V) 

Ef min  Minimum limit voltage of an exciter (V) 

Ke  AVR gain 

T1, T2  Time constant of CPSS or Phase advance network (s) 

 e  Time constant of an exciter (s) 
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CSG  

Ld                   Self-inductance of the d –axis stator winding (H) 

Lq                 Self-inductance of the q –axis stator winding (H) 

Lf                Self-inductance of the field  winding (H)   

Lkd                 Self-inductance of the d –axis damper winding (H) 

Lkq                Self-inductance of the q –axis damper winding (H)       

Lmd                Mutual inductance on d axis (H) 

Lmq                 Mutual inductance on q axis (H) 

A1, A2                CPSS filter constants  

KA, KC, KF        AVR gains 

KLF ,ILF                    AVR gains 

Ks                      CPSS gain 

T1 to T6   Time constants of CPSS  

TA, TR,TF               AVR time constants 

TB, TC               AVR time constants 

TB1, TC1                  AVR time constants 

VOEL                 AVR over excitation limit 

VUEL                 AVR under excitation limit  

VPSS                           Output of CPSS 

VSTMAX             Upper limit of CPSS  

VSTMIN                  Lower limit of CPSS 
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Chapter One: Introduction 

  

1.1 Research motivation 

Energy is a vital part of modern life and the world net electricity generation is predicted 

to increase from 19.1 trillion kWh in 2008 to 25.5 trillion kWh in 2020 and 35.2 trillion kWh in 

2035. As energy needs keep on growing, interest in energy efficiency and energy saving 

practices is gaining more importance throughout the world [1]. As energy demand keeps on 

growing, more power plants will be built in the future. In electric power systems throughout the 

world, many research initiatives are being undertaken in the exploration of generating electric 

power through alternative methods, and in restructuring the existing power grids to make them 

efficient and to meet the present energy needs. Some of them are smart grid, virtual power plant, 

and hybrid systems. All these new technologies are emerging and being implemented in many 

countries [2]. 

 Some statistics and problems with the present technology about losses from generation 

to transmission and consumption are listed here. According to the USA Department of Energy, 

motors account for 70% of the energy consumption by manufacturing sector and this sector uses 

over 55% of the total electricity generated in the USA. Rotating machines like motors and 

generators employ conventional copper windings on stator and rotor. When the current flows 

through these windings, it generates resistive losses. Any significant improvement in this will 

result in the improvement of energy efficiency [3]. When electricity is transmitted from the 

power plant, a loss of about 8% occurs in Canada and USA before reaching the consumers [4]. 
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Also, independent power producers are engaging in power business in the deregulated electric 

market and it is a must for them to look for higher efficiency and higher stability in the power 

systems [5].  

 

1.2 Power generation 

Presently, synchronous generators are used to meet the energy demand. Rating of the 

generators has been increasing since its inception, having reached as high as 1300 MW. 

Correspondingly, increase in the rating increases the size of the machine because a lot of iron 

and copper has to be used in the machine. Due to the present growth of energy demand, there is a 

continuous need for increase in the rating of the generator even beyond 1300 MW. However, 

with the present technology of the conventional design, the magnetic loading is limited to 1 

Tesla. Also, there is a limit on electrical loading. It is restricted by slot area and thermal-cooling 

considerations. Due to all these restrictions, with the present technology the rating of the 

conventional generators is limited to 2000 MVA [6].  

Problems mentioned above can be addressed with the generators constructed using super-

conducting materials. The invention of super-conductors, such as Low Temperature 

Superconductor (LTSC) and High Temperature Superconductor (HTSC), has paved the way to 

the new era by replacing the Conventional Synchronous Generator (CSG) for power generation 

in the base power plants with the improved stability, reduced losses and hence higher efficiency. 

 



 

3 

 

1.3 Cryogenic power generation o 

For more than a decade, researchers throughout the world are actively engaged in the 

application of cryogenic technology in power systems. As a result, the field winding of the CSG 

is replaced with super-conductors. These are generally called as Superconducting Synchronous 

Generators (SCGs). The SCG offers lots of potential advantages to replace the existing CSG 

machine [7, 8]. Some of the potential impacts of SCG in comparison with CSG are given below: 

 Smaller in size 

 Lighter in weight  

 No iron core on the armature winding   

 Very low synchronous reactance hence improved steady state stability  

 0.5 % increase in efficiency so less emission per kWh 

 No resistive losses in the excitation field despite high magnetic loading 

 Rating beyond the conventional machine with smaller size is possible.  

Considering all these potential advantages, it can be used for power generation in the base 

power plants by replacing the CSG. However, SCG’s are characterised by low inertia, low 

inherent damping which affects the stability of the machine and the system when it is connected 

to the power system. Also, due to the very long time constant of the field winding and shielding 

effects of two screens it is very tough to control through the field excitation [8]. However, 

operation of any synchronous machine requires some sort of damping of power swings, and 

damping is necessary to maintain the stability of the machine in parallel with the power systems 

and for the stability of the machine [9]. The following is an overview of power system stability 

and control strategies from the literature. 
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1.3.1 Power system stability 

Power systems are spread over wide geographic areas. They are operated as an 

interconnected system and are subject to many kinds of disturbances and abnormalities. As SCGs 

have stability issues when connected to the grid, regardless of many advantages, the stability 

issue has to be resolved. If it is not resolved, the stability problem arises and it can result in 

blackout. It is a must to keep the system stable during disturbances.  

Power system stability is defined as “the property of a power system that enables it to 

remain in a state of operating equilibrium under normal operating conditions and to regain an 

acceptable state of equilibrium after being subject to a disturbance” [10, 11]. 

During the past few decades extensive research has been conducted in regards to the 

stability issues with the synchronous generator connected to the grid. So the main concern in this 

dissertation is the control of SCG when it is connected to the grid. The following is an overview 

of some control strategies applicable to SCG when it encounters low frequency oscillations due 

to power swing. 

 

1.3.2 Power systems damping control strategies 

Oscillations in power systems due to power swing are classified as local and inter-area 

oscillations.  When a single generator oscillates against the large system in the frequency range 

of 0.9 to 2.0 Hz , it is called local area oscillations. If a group of generators oscillates against 

another group of generators in the range of 0.2 to 0.8 Hz , it is called an inter-area oscillation 

[12].  If the oscillations are not damped, it could lead to loss of synchronism.   
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In order to enhance the dynamic performance of the power system and to prevent 

oscillations, controllers like Power System Stabilizer (PSS) are used in practice. They help to 

decay the oscillations. In the recent past, many damping methodologies have been proposed in 

the literature. Generally, two types of strategies are followed to improve the stability of the 

power systems:  

 

 Damping in the transmission path 

 Damping at the site of the generator  

 

1.3.3 Damping in the transmission path 

Damping in the transmission path can be carried out by two methods as follows:   

 High Voltage Direct Current Transmission System (HVDC) 

 Flexible A.C Transmission System (FACTS) 

1.3.3.1 High Voltage Direct Current Transmission System (HVDC) 

The very fast flow of energy through HVDC link helps in damping oscillations as it can 

change the power flow between the respective AC systems. However, HVDC is very costly 

because of special requirement of equipment, like rectifiers and inverters. It also introduces 

harmonics to the AC systems [13, 14]. 
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1.3.3.2 Flexible Alternating Current Transmission System (FACTS) 

FACTS devices are well known in power systems for their very high controllability. 

Different types of FACTS devices are available. Each has its own functionality and it helps in 

improving the power system stability and power flow control. Some of the FACTS devices are:  

 Static VAr Compensator (SVC)  

 Static Synchronous Compensator (STATCOM) 

 Thyristor Controlled Static Compensator (TCSC) 

 Unified Power Flow Controller (UPFC) 

These FACTS devices help in either absorbing or supplying the reactive power and 

controlling the real power depending on the device selected. However, FACTS devices are also 

very costly [15, 16, 17]. 

 

1.3.4 Damping at the site of the generator  

In the literature, CSG damping at the location of the generator can be controlled by 

excitation control, governor control, and some other miscellaneous types of control [18, 19, 20, 

21, 22, 23]. Of these, the excitation control is widely used. The following is an overview of 

control strategies of SCG through excitation, governor and other methods available in the 

literature. 

 

1.3.4.1 Excitation control and field forcing of SCG 

The main role of the exciter in the generator is to control the system voltage and reactive 

power. It also helps to provide positive damping by adding supplementary signal to it. The small 
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loop time constant of the exciter system helps to obtain the fast response and to damp the 

oscillations quicker than the mechanical systems in the CSGs, as shown in Fig. 1.1. The 

supplementary signal that helps to damp the oscillations through the exciter is called the PSS. 

Either one of speed deviation, frequency deviation, rotor angle deviation or active power 

deviation or a combination of more than one can be used as the input feedback signal to the PSS 

[23, 24]. However, the exciter loop of the SCG has very long field winding time constant of 

about 750 s and the shielding effect of the two rotor screens rules out the option of controlling 

through the exciter by adding the supplementary signal to damp the oscillations [25]. Some 

investigators have gone through the field by forcing it, but it has some implications such as 

quenching that may lead to a loss of super-conducting state of the field winding [26, 27, 28, 29, 

and 30]. 

 

 

Fig. 1.1 Excitation control of the conventional synchronous generator  
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1.3.4.2 Miscellaneous types of control of SCG 

In the literature, apart from the conventional method of controlling through the field 

excitation, some other methods are mentioned that are all covered under this topic.  

 

1.3.4.2.1 Armature motion damping 

In this method, the armature is allowed to rotate against a spring [31]. Damping the 

motion is accomplished by mounting a spring and a torsional dashpot connected in parallel with 

it. The rotation of the armature is constrained by the spring. It carries the steady state torque 

while the dashpot carries the rapid transient torques and dissipates the swing energy with the 

result that damping is achieved. However, as the parameters of the spring, and the spring and 

dash pot’s sizes are pre-calculated, dashpot size can’t change and adapt according to the time, 

operational temperature or in case of excessive torques. Also, there are chances for unilateral 

displacement of the stator winding, and vibrations between the stator and the rotor due to the 

weak suspension. 

 

1.3.4.2.2 Shielding  

The combination of thermal and magnetic shield is called as an electromagnetic shield. 

The main function of the electromagnetic shield is to protect the rotor from time varying 

magnetic field which penetrates into the cold rotor. Also, it serves as a damper winding by 

improving the machine and system damping. In this method, the time constant of the 

electromagnetic shield has to be of the order of electro-mechanical oscillations [32].  
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1.3.4.2.3 Double screening  

The single screen cannot provide adequate damping. So the required damping can be 

achieved by adding double screen. In this method, the inner screen has a longer time constant, 

low temperature and the outer screen has a shorter time constant that acts with short circuit 

forces to damp oscillations [25, 33]. Regardless of the armature motion damping, shielding, and 

double screening, low frequency oscillations exist. So an alternative control has to be followed to 

fix it. 

 

1.3.4.3 Electro-hydraulic governor control of SCG 

The primary function of the governor is to control the mechanical power, but it can also 

be used to damp the oscillations by adding a phase advance network or PSS to the governor. The 

mechanical loop of the CSG is characterized by a relatively long time constant, so exciter is 

preferred to apply the PSS signals. The mechanical loop of the SCG has a much shorter time 

constant because, due to the smaller size of the machine, inertia is much smaller than that of the 

CSG. Fast turbine valving is possible with the help of an electro-hydraulic governor. The 

effectiveness of PSS through the governor can be found in the literature [34, 35, 36, 37, 38, 39, 

40, 41]. 

 

1.4 Power system stabilizer 

The generators were initially equipped with an Automatic Voltage Regulator (AVR). The 

main purpose of the AVR is to regulate the terminal voltage of the generator and to control the 
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reactive power [42].  Though the AVR helps to improve the steady state and transient stability, 

low frequency small magnitude oscillations often exist in the network which results in the loss of 

synchronism. The PSS became the prime solution and various techniques regarding PSSs have 

been developed. 

 

1.4.1 Phase advance network  

The supplementary controller that is commonly added to the exciter or governor is called 

the conventional power system stabilizer (CPSS) or phase advance network.  It acts on the 

generator through the governor in SCG to damp the oscillations. The role of governor control is 

discussed in [34, 35, 37, 38]. It improves the performance of the system.  It is a fixed parameter 

device that provides lead-lag compensation and the design is based on classical control theory 

using a fixed transfer function for all operating conditions. Because of its fixed type, when 

applied to the non-linear power system operating over wide range of operating conditions, it has 

the following drawbacks:  

 The transfer function chosen for the CPSS is a compromise for different operating conditions 

 It cannot track the variations for different operating conditions  

 It is designed for a specific operating condition, so it cannot be used for different operating 

conditions without tuning its parameters manually. 

Considering the above drawbacks, it is better to implement an adaptive controller by replacing 

the CPSS with an adaptive PSS [40, 43]. 
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1.4.2 Adaptive Power Systems Stabilizer (APSS)   

Adaptive control is a specific type of control where the process is controlled in closed 

loop and the knowledge about the system is obtained online when the system is operating. The 

Adaptive Power System Stabilizer (APSS) can be defined as a controller that adapts to the 

changes in the environment by self adjusting its transfer function to the different operating 

conditions of the power system [23, 44] 

The adaptive controller based on adaptive control theory is classified into two categories such as 

[45, 46, 47]:  

 Model Reference Adaptive Control (MRAC) 

 Self-Tuning Adaptive Control (STC) 

 

1.4.2.1 Model Reference Adaptive Control  

The role of MRAC is to adjust the parameters of the controller so that the output of the 

controlled system matches, agrees with the reference model. The difference between the model 

and controlled coordinates of the system is used as an adjustment. The performance of the 

controller solely depends on the determination of suitable reference model and the learning 

mechanism as shown in the Fig. 1.2. This type of control is also called  direct adaptive control.  

 

1.4.2.2 Self-Tuning Adaptive Control  

The self-tuning control is one of the most successful and well established techniques. 

Substantial amount of experiment and research has been done with this strategy to improve the 

power system stability. It has gained popularity because of its flexibility. The role of STC is to 
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compute the control signal based on the identified system parameters. It has two loops, one is the 

controlled process with a linear feedback controller and another one that the online parameter 

identification as shown in Fig. 1.3 This type of control is also called as an indirect adaptive 

control. 

 

 

Fig. 1.2 Model reference adaptive scheme  
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Fig.1.3 Self-tuning adaptive control scheme  

 

1.5 Strategies for online identification and control  

The behaviour of the power system changes from time to time. So it is necessary that the 

identification schemes track the changes each sampling period as closely as possible. 

Performance of the APSS improves as the identified model closely fits the actual system. After 

the parameters are identified online, the appropriate control signal is obtained. In order to 

develop the control strategy, it is assumed that the identified model reflects the actual system. 

Also, the controller has to have good tolerance to errors in the identified model. Thus, when the 

identified model closely matches the actual system and when the controller has the error 

tolerance to the identified model, better performance can be achieved.  

In control strategies, the identified model may be minimum or non-minimum phase 

(NMP). In case of NMP, there are some restrictions imposed on strategies for the controller. 

Discussion about the widely used controllers is given below. 
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In the Minimum Variance (MV) control the goal of the controller is to minimize the 

variance. After predicting the output error for the next sampling instant, the controller helps in 

reducing the predicted error to zero. This controller has good features when the sampled system 

is NMP. However, it cannot establish or ensure stability as it requires exact cancellation of the 

zeros of the sampled system inside the unit circle in the z –domain and it could lead to excessive 

oscillations [48].  

The Generalized minimum variance controller is a simple controller and an extension of 

MV control. Although it is simple, the stability of the closed loop is not taken into consideration 

[49]. To address these issues, a Linear Quadratic Regulator (LQR) Controller is used [43] and 

the performance index is chosen so that the error between the system input and output is 

minimized. When the identified parameters are correct it helps in improving the closed loop 

stability. As LQR requires the solution of the matrix Ricatti equation, it imposes computational 

burden and also it requires the state space form. So, there is a need to convert the system 

parameters to the canonical form [47]. 

 Pole Zero Assignment (PZA) control can be used. In this strategy unlike the MV, both 

the open-loop poles and zeros are shifted to the left in the s-domain. The designer has to pre-

specify the poles and zeros so it can overcome the problems like NMP that are associated with 

MV controller. However, better performance can be obtained only if the designer has very good 

knowledge of the system characteristics. Also, it is very hard to choose the poles and zeros for 

the non- deterministic systems and it may lead to an unstable system if the poles and zeros are 

not chosen properly. If the poles alone are shifted, then it is Pole Assignment (PA) Controller 
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that has also the same issues as PZA. So the proper controller has to be used to overcome all 

these issues [50, 51]. 

Pole Shifting (PS) control strategy is the modern version of the PA control. In this the 

closed loop poles are obtained by shifting the identified open loop poles radially towards the 

center of the unit circle in the z -domain. Shifting the poles has the direct impact in increased 

damping. The factor by which the poles are shifted is called as pole shifting factor. This PS 

controller offers more stability than any other algorithm. Also, the performance of this controller 

depends solely on the pole-shifting factor. From the past studies and experiments, in fact many 

controllers need manual tuning and are practically very difficult to apply. As pole-shifting 

controller is practically very easy to implement and it has lots of advantages, attention is given to 

PS in this thesis [47]. 

 

1.6 Adaptive governor scheme based on self-tuning adaptive control 

As discussed earlier, it is very hard to control the SCG through the exciter similar to the 

CSG. Due to the smaller time constant of the governor loop, fast acting electro-hydraulic 

governor with fast turbine response and smaller size of the machine with less inertia constant 

than the CSG of the same rating offers very good fast acting damping performance through the 

governor. 
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Fig.1.4 Governor control scheme of SCG with the APSS 

 

Considering the advantages of controlling through the governor, the scheme as shown in Fig. 1.4 

is followed in this investigation. Earlier investigators kept the AVR and exciter constant during 

the transients. However, in this research it is not kept constant and it is allowed to react freely 

during the transients. Also the literature survey showed RLS and Kalman identifiers applications 

to a SCG through the electro-hydraulic governor to improve damping. It did not reveal any 

applications of the pole-shift control based APSS. 
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1.7 Research objectives  

The primary goal of this research is to design and develop an adaptive power system 

stabilizer based on a pole-shift linear feedback control algorithm for the super-conducting 

generator powered by fossil fuels (thermal power plant) and connected to an infinite bus  

A third order discrete auto regressive moving average (ARMA) model is used to 

represent the power system that includes the superconducting generator connected to an infinite 

bus through a three stage turbine with a single reheater and equipped by an electro-hydraulic 

governor.  

The Recursive Least Squares (RLS) and Kalman Filter (KF) identification techniques are 

applied to track the dynamics of the system during the steady state and transients so that it can 

update the controller for different operating conditions. 

The closed loop poles are determined by shifting online the open loop poles, obtained 

from the identified parameters, with the help of PS control. Poles are shifted radially towards the 

center of the unit circle in the z -plane and the desired control signal is calculated. 

The APSS with the PS controller is applied successfully to the electro- hydraulic 

governor under a single machine infinite bus environment.  

 

1.8 Thesis organization  

This thesis consists of 7 chapters including the introductory part as chapter 1. 

Chapter 2 reviews the laws, properties of superconductivity, types of superconductors, 

development, construction, advantages of high temperature and low temperature 
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superconducting based generators, mathematical modeling of generators and applications of 

superconductors in power systems. 

Chapter 3 starts with a discussion about the stochastic modeling like ARMA, ARMAX, 

and followed by discussions about the system identification techniques like RLS, Kalman Filter. 

Chapter 4 describes the detailed concepts of PS control strategy. Then, a discussion about 

how to self-optimize the Pole-Shifting factor for the PS strategy is discussed.  

Results of the  system identification techniques such as; RLS with a variable forgetting 

factor, Kalman filter, with the third order ARMA model are presented in Chapter 5 for different 

types of disturbances and operating conditions. 

Chapter 6 presents the simulation studies of the APSS based on pole shift controller 

employed with RLS algorithm with a variable forgetting factor under a single machine infinite 

bus environment. Comparative studies of the performance without PSS, and with CPSS and 

APSS are presented for different types of disturbances and operating conditions. Finally, 

conclusions and comments about future research are given in Chapter 7. 
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Chapter Two: Superconductivity and Superconducting generator 

 

2.1 Background 

The opposition of a circuit to the flow of electric current is called as electrical resistance. 

Ohm’s law can be described as current I  through a circuit is proportional to the potential 

difference V  and a constant of proportionality, called the resistance R . Dutch physicist “H.K 

Onnes” discovered in 1911 that the resistivity of mercury dropped to zero at a temperature of 

4.2
0
 K. Later on this phenomenon was called as superconductivity and the mercury below 4.2

0
 K 

was called as “superconductor” which has zero resistance unlike the conventional conductors. 

After that many other superconductors were also discovered. The major breakthrough was after 

the discovery of high temperature superconductor (HTSC) by J.Georg Bednorz and K.Alex 

Muller in 1986. They found the HTSC in the oxides of lanthanum, barium, and copper. Before 

that, the liquid helium which is relatively a rare chemical and very expensive was used to cool 

the low temperature superconductors (LTSCs). The potential advantages of using 

superconductors are:  

 Superconductors can transmit D.C without any loss and no dissipation of energy due to 

resistive heating. 

 Superconductors can transmit much larger amounts of electricity than the conventional 

conductors, like copper, aluminum of the same size. 

 Superconductors actively exclude magnetic fields. When a magnet is placed above a 

superconductor, it results in magnetic levitation.  
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Many potential advantages of superconductors over conventional conductors led to the 

development of new equipment in different fields like energy, medical, and transportation [52, 

53, 54] 

2.2 Properties of superconductors  

Applications of superconductors in power systems take advantage of their electrical and 

magnetic properties. The following is a brief overview of the properties of superconductors, 

types of superconductors, materials and applications of superconductors in power systems.  

 

2.2.1 Critical temperature 

The specific temperature at which the electrical resistance of a superconductor drops to 

zero is called as critical temperature cT . The value of cT  depends upon the type of 

superconductor. The highest known critical temperature is 135
0
 K that is observed in mercury 

thallium barium calcium copper oxide [55].  

 

2.2.2  Zero resistance 

In normal metals due to the collision between the scattered electrons and thermal 

vibrations of ions in the metal lattice, the resistance of the metal to the flow of D.C increases. On 

the other hand, the resistance of metal decreases when it is cooled down to absolute zero because 

of much lesser vibrations in the lattice, but it does not reach zero due to the impurities, defects  , 

in the lattice. It is defined by the equation (2.1): 

      

            defectsi)T(  
                                                                (2.1) 
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where   

i   is the intrinsic electrical resistivity  measured in  Ω⋅m
 

defects  is the resistivity due to the lattice defects measured in Ω⋅m
 

In superconducting materials, the resistance falls to zero once it reaches cT . Variation of 

resistivity between the normal and superconducting material according to the temperature is 

shown in Fig. 2.1. The electrical resistance disappears with D.C, but there are finite losses with 

A.C due to the hysteresis and eddy current effects [55]. 

 

Fig.2.1 Variation of resistivity for a normal and a super conductor with temperature [56]  

 

 

2.2.3 Meissner effect 

The phenomenon of expulsion of magnetic flux during the transition from normal 

conductor to a superconductor is called as the Meissner effect. As shown in Fig. 2.2 when  
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CTT   the magnetic flux penetrates through the conductor, but when  CTT    it expels it. This 

phenomenon usually occurs in the Type I superconductor [55]  

 

Fig.2.2 Exclusion of magnetic flux explained by Meissner effect [56] 

 

2.3 Types of superconductors 

2.3.1 Type I superconductors  

Usually pure metals like mercury, and lead, are classified as Type I superconductors and 

they possess zero resistance below critical temperature. When the magnetic field exceeds the 

critical magnetic field ( cB ) then the superconducting state cannot exist in the presence of 

magnetic field greater than its critical value and it reverts back to normal conductor as shown in 

Fig. 2.3 (a). 

So the maximum current that can be carried through Type I superconductors is limited by 

its critical field. It has very low cB , 0.2 Tesla. So it cannot be used in any application. The value 
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of cB depends on the critical temperature for the Type I superconductor [56]. As cB  depends 

upon the temperature, critical temperature, and material it is defined by:     

              cB )(T  = cB [0] 
)2.2(1

2









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















cT

T

  -                                                                    

 

  where, cB [0] is the critical magnetic field when T = 0.   

 

2.3.2 Type II Superconductors  

 Compounds like Niobium Titanium, and Liquid nitrogen are classified as Type II 

superconductors. These materials are characterized by two critical magnetic fields such as 1cB , 

2cB
 
as shown in Fig 2.3 (b). When the magnetic field is less than 1cB  at CT  then it reaches 

superconducting state without any flux penetration on it. However, when the magnetic field 

exceeds 2cB  it reverts back to the normal state as in Type I superconductors. In between 1cB , 
2cB  

the material has mixed state, called as “Vortex state“, with partial penetration of flux. The critical 

magnetic field of Type II superconductors is much larger than the Type I superconductors. So 

Type II superconductors are well suited for the superconducting magnets to obtain high densities 

of flux [56].  
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     (a) Type I superconductors 

 

     (b) Type II superconductors 

                                

Fig. 2.3 Phase diagrams of superconductors [56]  
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2.4 Classification of type II superconductors 

  Type II Superconductors are classified in to two types such as LTSC and HTSC. 

 LTSC such as NbTi, Nb3Sn. This type of superconductor has critical temperature less than or 

equal to 23
0
 K and it typically needs expensive liquid helium as a coolant.  

 HTSC such as YBCO, BSCCO. This type of superconductor has critical temperature up to 

135
0
 K and it needs inexpensive liquid nitrogen as a coolant. So HTSC is widely preferred 

[55]. 

2.5 Applications of Superconductivity in power systems  

The phenomenon of superconductivity offers many advantages over the conventional 

conductors and it has been applied in power systems in many devices such as [56]: 

 Superconducting fault current limiters  

 Superconducting magnetic storage [SMES] 

 Superconducting power transmission cables  

 Superconducting transformers  

 Superconducting motors and generators.  

 

2.6 Overview of the development of SCG  

Since early 1960s superconductivity has been a hope and vision for power generation. 

Due to the development of nuclear power the generator ratings increased and the SCG has been 

considered as the solution to increase the power densities and ratings. Since then several 

programs have been started worldwide on SCGs. The following is a brief overview of the 

development of SCG  
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A prototype model of SCG was initially developed around 1960s. An SCG rated 50 kW, 

in which both the armature winding and the field winding are superconducting, was developed 

by Dynatech for US Air Force in 1967 with the use of LTSC technology. Although it was not 

successful, testing revealed that there were some AC losses in the superconducting armature 

winding [57]. Later, several small synchronous SCGs were developed with the conventional 

armature windings and the superconducting field winding. These early efforts from MIT include 

45 kVA and 2 MVA machines. The NbTi was used on the rotor winding at 4.2
0
 K operation and 

they found that there is a need for thermal and electromagnetic shields to avoid the problem of 

heating [58]  

The second wave for LTSC was started between the late 1970s and 1990s. Westinghouse 

achieved high speed rotation with the use of superconducting field winding and also the 

capability of handling large centrifugal loads. In 1975, EPRI in collaboration with Westinghouse 

and General Electric performed design studies for the 300 MVA and 1200 MVA SCG [59].  

After that, the first SCG in Japan was built in 1977. Mitsubishi Electric and Fuji Electric together 

developed a 6.25 MVA SCG with the field coils made up of monolithic NbTi, 2 poles, 60 Hz, 

3600 rpm. Around 1982, Hitachi constructed a 50 MVA machine followed by 1000 MVA 

machine as well [60]. The development of SCG also started in France, China, and Germany in 

between 1970s – 1980s. A 320 kVA SCG was built with rotating armature and its dynamic 

performance was investigated at the University of Munich. General Electric built another 20 

MVA SCG in which the field winding was made up of NbTi with the plan to add Nb3Sn wire 

[61].  However, the LTSC based SCG‘s development was halted with the discovery of HTSC in 

1986.   
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2.6.1 LTSC vs. HTSC based SCG 

The main advantage of using the LTSC in the field winding is to avoid resistive losses. 

Apart from that, high field current densities and higher ratings can also be achieved. However, 

the operating cost of LTSC in order to maintain the refrigeration unit (4
0
 K) is higher than HTSC 

(20
0
 -77

0
 K). So maintaining the winding at such ultra-low temperature and the complexity of 

cooling equipment raised questions about the economic feasibility of LTSC generators. On the 

other hand, with the use of HTSC, the operating temperature of HTSC conductors like BSCCO 

(20
0
 - 35

0
 K), YBCO (60

0
 – 77

0
 K), MgB2 (20

0
 -30

0
 K), eliminates the need for continuous 

supply of liquid cryogens to it.  Also, on HTSC conductor with the use of cryogenic refrigerator 

the cooling can be done with much less complications. All the above advantages of HTSC like 

simple cooling system, higher thermal margin over LTSC, paved the way to the new era of using 

the HTSC in the field winding of the SCG and called as high temperature superconducting 

generators. In the mid 1990s companies like AMSC, Westinghouse and General Electric (GE) 

had shown interest in developing the HTSC based SCGs with the use of BSCCO in the field 

winding and liquid nitrogen as a coolant. Some notable models are 50 MW, 3600 rpm developed 

by AMSC, 850 kW, 1800 rpm developed by Westinghouse and a 1.5 MVA developed by GE 

[30]. 

In 2010, a company named converter team (a part of GE) installed a 1.7 MW, 214 rpm 

HTSC based generator in Germany for a small hydro power plant and it resulted in 30 % more 

power output than the existing unit [62]. 
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2.7 Topologies of SCG 

  Many topologies of SCGs are mentioned in the literature. However, in practise 

predominately the rotating field winding, stationary armature topology is followed for both 

HTSC and LTSC generators. 

 

2.7.1.1 Stator  

Similar to the CSG the stator has water cooled three phase copper winding, but the 

armature teeth of SCG have been removed from the stator that results in a large air gap. An 

environmental shield covers the stator in order to limit the strong magnetic field within the 

generator [63, 64, 65]. 

 

2.7.1.2 Rotor 

The rotor of SCG is not monolithic and its subdivisions are as follows; the inner rotor, 

superconducting field winding, inner cold shield, outer damper shield, refrigeration system, as 

shown in Fig. 2.4. The superconducting field windings are placed in the slots of the inner rotor 

and depending upon the type of superconductor, HTSC or LTSC, the appropriate temperature is 

maintained. Correspondingly, the coolant liquid nitrogen or liquid helium is used. The inner rotor 

is made up of non-magnetic steel and the ends are supported by torque tubes. It helps to transmit 

the peak torque during the faults. Damper shields are used in order to prevent the quenching of 

superconducting field winding. It has two concentric electromagnetic shields, called as inner and 

outer damper shields. The outer damper shield acts as a damper and it damps the oscillations 

during the faults. It also prevents the magnetic flux with high frequencies, and it helps to shield 
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the entire cryogenic zone. On the other hand, the inner damper shield helps in shielding the 

superconducting field winding from time varying magnetic field [25, 66].  

 

2.7.1.3 Refrigerator  

The important aspect of the SCG is to keep the field winding at low temperature that is 

enhanced by the refrigerator. The refrigeration unit has four parts such as cryostat, cryogenic 

pump, heat exchanger, and liquid coupling junction. Depending on the type of superconductors 

(HTSC, LTSC), liquid cryogen like helium or nitrogen is chosen and the most used cryocooler is 

Gifford – McMahon cryocooler. At present all known superconductors have to be operated at 

cryogenic temperature between 4
0
 and 80

0
 K [3, 56]. 

 

Fig.2.4 Cross view of superconducting generator [25] 

a) Environmental shield  b) Cold inner shield c) Warmer cold shield d) Armature 

e)   Superconducting field winding f) Inner rotor  
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2.8 Characteristics of SCG vs CSG 

2.8.1 Improved steady state stability 

SCGs are characterised by low synchronous reactance that helps to enhance the power 

transfer capacity of a transmission line. The SCG is represented as a voltage source connected to 

the infinite bus through the reactance Xe  as shown in Fig. 2.5 

 

Fig.2.5 Single machine connected to an infinite bus 

 

  The maximum power transmitted from SCG is given by: 

           
)max(SCGP )3.2(

.

EXSCGX

VE




 

where   

SCGX
 
is the per unit synchronous reactance of SCG. It is rd

3
1  to th

4
1

 
of the synchronous 

reactance of a CSG of similar rating. This results in increased steady state stability of SCG by the 
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factor of 3 to 4 times. On the other hand, if the SCG is replaced by CSG then the maximum 

power transmitted to the infinite bus is given by:
 

)max(CSGP =  )4.2(
.

EXCSG
X

VE

  

where CSGX , the synchronous reactance of CSG is usually 3 to 4 times higher than the 

synchronous reactance of SCG of similar rating. 

From equations (2.3) and (2.4), equation (2.5) is written as:  

 

  SCGmaxP  >  CSGmaxP                                                   (2.5) 

It is clear from equation (2.5) that the power transfer capacity of SCG is larger than CSG as 

shown in Fig.2.6. 

 

Fig.2.6 Power angle characteristics of SCG vs CSG 
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2.8.2 High current density 

In any DC or AC conventional rotating machine, exceptionally large amount of iron is 

used to achieve the high permeability paths that also help in obtaining the largest possible air gap 

magnetic flux density for a given amount of excitation [3, 67]. The power output of any rotating 

machine can be expressed as 

 

maxJ.maxB.V.N.KoutP                                                        
(2.6)                                                                                        

 

where  

K is proportionality constant  

N is the speed measured in rpm 

V  is the active volume of the machine, is directly proportional to the square of the  

      internal stator diameter and active length of the machine (m
3
) 

maxJ  is the electrical loading on the stator measured in (A/m) 

maxB  is the air gap magnetic flux density in SCG due to the superconducting field winding, is 

much higher than in the CSG so that the armature of SCG does not need any iron. Also, the size 

of the SCG is much smaller than the CSG. 

 

2.8.3 Improved voltage regulation 

The field current of SCG between no load and full load is much smaller than the CSG. It 

is clear from this that the SCG can be operated at any power factor within its MVA rating. Also, 
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the short circuit ratio (SCR) of SCG is much higher than the CSG due to the low synchronous 

impedance [68]. 

 SCR (SCG)   > SCR (CSG)                                                                                                                   (2.7) 

where SCR = 

 sX

1
                                                                        (2.8) 

Due to the high value of SCR of SCG it has superior voltage regulation and it provides stable 

operation for any type of load.  

 Voltage regulation of SCG = 100*
FLV

FLVNLV 

                              (2.9)                                     

where NLV  is  the no load terminal voltage (V) 

           FLV  is the full load terminal voltage (V) 

 

2.9 System description 

The system considered for simulation using MATLAB is a two pole single machine 

(SCG) connected to an infinite bus through two parallel transmission lines. The SCG has 

superconducting field winding on the rotor surrounded by outer and inner screens. The outer 

screen (D1: d – axis representation of outer screen, Q1: q-axis representation of outer screen) has 

shorter time constant than the inner screen, and it serves as a damper. The inner screen (D2: d – 

axis representation of inner screen, Q2: q-axis representation of inner screen), having longer time 

constant than the outer screen, helps to shield the superconducting field windings from the time 

varying magnetic fields. The SCG is driven by a three stage steam turbine with a re-heater 

between the high and intermediate pressure stages. Fossil fuel, coal or oil, fired boiler is used to 
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produce the steam as shown in Fig.2.7. In the literature the input to the steam turbine is assumed 

to be constant as 1.2 p.u. The fast acting electro hydraulic governor is used to obtain the fast 

turbine response and the turbine is controlled by the main and interceptor governor valves, both 

working together from the speed deviation signal of the SCG. A simple exciter is considered in 

the system that helps to excite the field winding through the signal received by AVR [66]. 

 

 

 

HP - High pressure stage, IP - Intermediate pressure stage, LP - low pressure stage 

TL - Transmission line, IG - Intercept governor, MG - Main governor, RH – Reheater 

 

Fig.2.7  Detailed model of a superconducting generator with a three stage turbine    

connected to an infinite bus through a transmission line 
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2.9.1 Mathematical modeling of SCG 

Park’s d–q axis representation is widely used in the literature to represent the 

synchronous generators and is used to represent the SCG as well. A ninth order model, with the 

non-linear differential equation from 2.10 to 2.18, is used to represent the SCG. The two axis 

representation of SCG is shown in Fig. 2.8 and the flux linkage model is also mentioned in the 

form of matrices (2.19) and (2.20). 
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Fig.2.8  d-q axis representation of SCG [67] 

f: d –axis representation of field winding , d : d –axis representation of stator winding , 

q: q – axis representation of stator winding  

 

 

   (2.19) 

            

      

    

   (2.20) 

 



































































































































2

1

1

2212

2111

21

2

1

2

1

1

22122

21111

21

21

2

1

q

q

q

QQQqQ

QQQqQ

qQqQq

q

q

q

D

D

D

f

DDDdDfD

DDddDfD

dDdDdfd

fDDffd

D

D

d

f

LLL

LLL

LLL

i

i

i

LLLL

LLLL

LLLL

LLLLf

i

i

i

i

















 

37 

 

 

The typical values of the variables in the matrix are mentioned in Appendix A3. 

 

2.9.2 Modeling of steam turbine 

The tandem compound steam turbine is simulated with a single reheat stage as shown in Fig.2.9 

[69]. Dynamics of the turbine are represented by four first order differential equations as shown 

from equations (2.21) to (2.27). The typical values of time constant in the equations from (2.21) 

to (2.27) are mentioned in Appendix A3. 
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 Fig.2.9 Model of steam turbine with a re-heater 

 

 

2.9.3 Configuration of the controller 

The generator shaft speed deviation signal is used as an input to the PSS and its output is 

limited with limiters minmax , UU  to prevent an excessive signal from the controller. The output 

of the controller (phase advance network) is then fed to a fast response electro-hydraulic 

governor. The position, movement of the valves of electro hydraulic governor, is also limited by 

the limiters with the constraints ( minmax , GG ) & ( minmax ,  ). A 1% droop is also considered 
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for stable operation. Dynamics of the electro-hydraulic governor are represented by two 

differential equations for the main and interceptor governor as shown in the equation (2.26) and 

(2.27)  [69] and the governor is simulated as shown in Fig. 2.10. 

 

Fig.2.10 Electro-hydraulic governor with the conventional controller 

 

 

2.10 Modeling of synchronous generator  

A seventh order model, with the non-linear differential equation from 2.28 to 2.34, is 

used to represent the CSG. The simple governor is used to govern the speed of CSG and it is 

shown in the equation 2.35. The detailed model of exciter and the CPSS for SCG are shown in 

the Appendix 4, 5 and the typical parameters for the CSG are given in Appendix 6. 
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Chapter Three: System Identification  

 

3.1  Introduction 

Modeling of any dynamic system can be done either by analytical or experimental 

approach. In the analytical approach, the dynamics of the system are modeled using the laws of 

physics, like Newton laws, balance equations, etc., whereas in the experimental approach some 

experiments are conducted on the system.  Based on the laws of physics or experimental data a 

mathematical model is developed to describe the system behaviour. It is called ‘system 

identification’ and it is widely used in many fields, such as power systems, process control, 

biomedical engineering, etc. [70]. 

 

 In 1795, K.F Gauss developed and applied the concept of least squares for astronautic 

computations [71]. The basic idea of least squares is to obtain a mathematical model from the 

observed data by minimizing the sum of the squares of the difference between the observed and 

the estimated data. However, it is not accurate when there is some noise in the observed data and 

it results in an inaccurate mathematical model. Various types of identification methods have been 

proposed in the literature [72]. Under proper conditions, any of these methods can be applied to 

identify the parameters of the model of a system to be controlled. In system identification, 

although it includes the identification of the model and the parameters, only the parameters of a 

pre-defined system model are identified in the self-tuning control. The parameter identification 
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algorithm can be either online or offline. The offline techniques are more accurate than the 

online techniques. However, the online or real time identification is followed here because the 

power systems are highly non-linear and the actual parameters have to be identified in real time 

so that the APSS can compute the control signal based on the actual parameters for the 

instantaneous operating conditions. Also, as the performance of the APSS depends solely on the 

identified parameters, the identified values have to be close enough to reflect the actual system 

[73].  

 

3.2 Modeling of the System 

The system is defined as a physical object that generates an observed output signal )t(y  

at time t , where )t(u i  
is the measurable input signal, and the model is defined as the knowledge 

of system properties. In a stochastic system as shown in Fig 3.1 input, output or both input and 

output can be corrupted by white noise. 

 

                     Fig.3.1. Stochastic model  

 

 The single input and single output system is considered in this thesis. In power systems 

and control research, the model is necessary to develop the controller. From a practical point of 

view, most of the systems are non-linear. However, it is common to use a linear model. In this 
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thesis, the mathematical model considered is a linear model with time varying parameters. It is in 

the discrete form because it is really convenient to solve with the digital computers. Two discrete 

models, namely; Auto Regressive Moving Average Model (ARMA) and Auto Regressive 

Moving Average Exogenous Model (ARMAX), are frequently used in the adaptive control 

systems. The following is an overview of these models. 

 

3.2.1 ARMA Model 

Time series in a linear combination of past observations and white noise is called an 

ARMA Model [74] and the block diagram of the ARMA model is shown in Fig.3.2. The discrete 

ARMA model takes the form: 
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                    Fig.3.2. ARMA Model 

 

3.2.2 ARMAX Model 

ARMAX model can be explained from Fig.3.2. The output and input are corrupted by 

white noise signals. Now, the system takes the form [75]:  

                                       )4.3()(1)()( ttutw   

                                        )5.3()(2)()( ttytx   

and the system is modeled by the equation:  

                                      1)().( 1  ztxzA )6.3()().1( twzB   

On substituting equations (3.4) and (3.5) in equation (3.6) and after rearranging, it takes the 

form: 

                                      1)().( 1  ztxzA )7.3()().1()().1( tzCtuzB 
  

in which 

                     )( 1zC  = )8.3(...1 2

2

1

1
cn

c
zczczc n  

 

and  

      iC  , ( ),......1 cni  is a function of  ),....1(,),,....1(, bkbj nkbnja   
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Equation (3.7)  is called as auto regressive moving average exogenous model. 

 

3.3 Schemes for system identification  

Practically, power systems are never in true steady state as there are always changes 

happening in the operating condition due to some types of disturbances. The APSS has to act 

very quickly as well as it has to adapt to the changes. Thus, the tracking property is very 

important to achieve the desired performance. When designing an APSS some compromise has 

to be made between the quality and the computation time, because some sophisticated algorithms 

are better in tracking but require longer computation time. Because of the computation time 

constraints, the parameters are identified using recursive techniques. Two identification 

techniques, i.e. recursive least squares (RLS) and Kalman filter, have been used in this thesis to 

track the parameters and their performance is compared.  

 

3.3.1 Recursive Least Squares identifier 

RLS is one of the simplest methods with good convergence properties for online 

identification. The recursive identification method is followed in most adaptive systems because 

recursive identification requires less memory as it does not store any data. Also, the storage of 

data will not increase in time [76].  

The control action is based on the most recent model because it becomes the central part 

of the adaptive systems. The controller adapts to the changes in the plant based on the online 

estimation of the parameters. The scheme followed for online identification of the system is 
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shown in Fig.3.3 in which the plant model is shown in chapter 2, Fig.2.7.  In order to identify the 

system, equation (3.1) can be rewritten in the form:   

    

)9.3()()().()( tttty T          

   where 

 

 

)t( is the  parameter vector , )t( is the measurement vector  

The predicted value of the system output, )(
^

ty , for the actual system output, )(ty , can be 

calculated as:                      

)12.3()().1()(
^^

ttty        

The predicted error is:              

)13.3()()()(
^

tytyte   

Equations (3.14) through (3.16) represent the RLS algorithm [76]:  

                           

)14.3(
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)15.3(
)().1().()1(

)1(


 TttPtKtP
tP


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`

)16.3()().()()1(
^^

tetKtt                    
 

where   P is the Covariance matrix  

              K is the gain vector 

               is the forgetting factor  

 

Fig.3.3. Scheme for RLS Identifier  

 

Theoretically, the RLS algorithm is developed for time invariant systems. When it is used 

for the time varying systems, it exhibits some problems. For example, when time increases in a 
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time invariant system 
^

)t(  converges to the desired value and the prediction error, gain vector, 

covariance matrix approach zero. In a time variant system, because of this phenomenon the plant 

parameters to be estimated deteriorate and it results in a poor control signal. In this dissertation, 

the self-tuning approach is followed so, when RLS is applied to a time varying system, problems 

arise with the estimation of parameters. When RLS algorithm is applied in the STC, K(t) 

decreases with time that significantly affects the parameter tracking. This problem could be 

addressed by keeping the P(t) matrix constant at the fixed initial value or  resetting to the latest 

values [77]. 

 

3.3.1.1 Variable Forgetting factor 

In real time, by introducing a variable forgetting factor the RLS algorithm gives more 

importance to the recent information by gradually forgetting the older information. For smaller 

values of )t( , data from the previous information will be forgotten very quickly. However, with 

proper excitation fixed forgetting factors are used in many practical applications to track the 

parameters for the time varying systems. In power systems, during the normal operating 

condition the system is poorly excited, but when there is an abnormal operating condition such as 

large disturbances then the system is over excited. In this case, the fixed forgetting factor has 

some problems because it is very difficult to select the exact value of   for the proper estimation 

of parameters from the plant. In the case of large disturbances smaller value of   helps in proper 

estimation of parameters, but it makes it more vulnerable to noise. On the other hand, for steady 

state operation larger value of   helps in estimating the parameters smoothly, but the tracking 

speed gets very slow. When the systems is operated at steady state for long time with a fixed 
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forgetting factor (<1) a blow up of the covariance matrix can occur, and if it tends to infinity 

that can result in the improper estimation of parameters. This problem can be addressed by some 

methods such as by keeping the covariance matrix constant in the iteration or imposing limits on 

it, switching the values of   depending on the operating conditions like steady state, large 

disturbances, etc. However, the most efficient way to estimate the parameters is to keep   as a 

variable [78, 79, 80, 81]. 

 

The forgetting factor in equation (3.15) is updated online by the following equation [81]: 

 

)17.3(

)(2)().1(1

1)(






 



tetKtT

t



  

where    is a constant value between 0 and 1 

When the system operates at steady state or normal state the error )t(e  will be zero or small. 

This helps in preventing the covariance matrix blowing up to infinity. On the other hand, when 

there is an abnormal condition due to disturbances  decreases as )t(e increases. So,   changes 

according to the environment and it help in the tracking ability of the RLS identifier and proper 

estimation of the parameters of the plant. 

 

3.3.2 Kalman filter estimator  

In 1960, R.E Kalman published a paper on finding a solution to discrete data linear 

filtering problems [82]. Since then, due to the advances in digital computing, the Kalman filter 

has become an extensive part of research and is widely used in the area of automation and 
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navigation. The Kalman filter is a linear, discrete recursive data processing algorithm that helps 

to estimate the parameters by minimizing the mean square error. It has good convergence 

properties and requires simple calculations. So it can be easily implemented in real time [83]. 

The scheme followed to estimate the parameters of the system online is shown in Fig.3.4 in 

which the plant model is shown in chapter 2, Fig 2.7. 

In order to identify the system, equation 3.1 can be rewritten in the form   

      

            )18.3()()().()( tttty T    

where  

 

 

 

 

 

 The predicted error is calculated as:             

)21.3()()( )(
^

tytyte   

 

where 

)(
^

ty   is the predicted value of the system output 

The recursive Kalman filter identification algorithm is described in the equations (3.22) through 

(3.24) [76]. 
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         )24.3()().()1()(
^

tetKtt   

 

where    P is the Covariance matrix  

              K is the gain vector   

              R is the error covariance matrix 

 

Fig.3.4. Scheme for Kalman filter estimator  
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Chapter Four: Variable pole shift feedback control 

 

4.1 Introduction  

In the previous chapter, online identifiers using recursive least squares and Kalman filter 

are discussed. In this chapter, an overview of the adaptive pole shifting control algorithm that 

combines the advantages of both MV and PA control algorithms is provided. 

 

4.2 Background  

Power systems are highly nonlinear. So the phase advance network or CPSS with fixed 

parameters cannot adapt to changes according to the varying operating conditions. An adaptive 

controller is the best solution to overcome this problem because it adapts to the changes in the 

system by tuning its parameters online.  As discussed in chapter 1, the PS control has significant 

advantages over MV, GMV, PA, PZA, LQR controllers. It ensures and establishes closed loop 

stability and it does not assign the closed loop poles to some fixed locations in the z plane. It 

rather shifts the open loop poles closer to the center of the unit circle in the z-plane and the 

variable PS control algorithm self-searches the optimal value of   during the optimization 

process. In order to ensure the closed loop stability, it keeps the closed loop poles within the unit 

circle in the z – plane.  Unlike the CPSS, the APSS does not need any manual tuning and by 

adapting to any changes in the operating condition, it overcomes the drawbacks of CPSS thus 

providing a better control performance over different operating conditions. 
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4.2.1 Pole shifting control  

Consider the system, as shown in Fig.4.1, modeled by the discrete equation as: 

 

 

where 

)(ty  is the system output  

)(tui  is the system input  

)(t is the white noise  

)z(A 1 , )z(B 1

, polynomials in the delay operator 1z
,  are given by:  

         )( 1zA     =    
an

a zanzaza
   .....1 2

2

1

1         (4.2)
 

         )1z(B 
     =   bn

znb......zbzb


 2
2

1
1         (4.3) 

                    
bnan




 

 

Fig.4.1   Generalized model with a feedback control 
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Assuming that system parameters ii ba ,  are obtained online from the RLS or the Kalman 

based identifiers, the control signal )(tu  is calculated by using pole-shifting algorithm as 

discussed below [23, 81]. 

 

By assuming that the feedback loop has the form: 

       
)1(

)1(

)(

)(






zF

zG

ty

tu
                                                                                (4.4)                               

 

where 

 )( 1zG  =     b

g

n
zngzgzog


 ......2
1

1
        (4.5) 

)( 1zF   =     a

a

n
zanizifzfzf   .....2

1
11 2

              (4.6) 

 

1,1  agbf nnnn                                                                              (4.7) 

the closed loop characteristic polynomial )( 1zT   can be written as:  

             )()()()()( 11111   zGzBzFzAzT                                            (4.8) 

 In the pole shift control algorithm, )( 1zT  takes the form )( 1zA  and the locations of the 

poles are shifted by the variable pole shift factor, , 

 

              )()()()()( 11111   zAzGzBzFzA                                     (4.9) 
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Expanding equation (4.9) on both sides results in (4.10): 
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Equation (4.10) can be written in matrix form as in Equation (4.11): 

 

              )()(.  LwM                                                                               (4.11) 

 

The system parameters ii ba ,  are calculated by on-line identifier and the control 

parameters ii gf ,  can be solved to calculate the control signal )(tu with the pole shifting 

factor . If the pole shifting factor   is fixed then it falls in the special case called ‘Pole 

Assignment’ control algorithm (PA). As  plays an important role in the PS control algorithm, it 

is modified online according to the operating condition. 

  )(LM).t(X)(w).t(X),t(u 1T

C

T

C                                                (4.12) 

where 

T
CX = ])()..2()1()(..)()....2()1([ T

gf ntytytytyntututu    (4.13) 
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 is the measurement vector. 

4.2.2 Taylor series expansion of the control signal  

 

The Taylor series can be used to express the control signal  ),( tu  in terms of factor   

i
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1i a
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i
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                                          (4.14) 

 

The i
th

 order differential of ),t(u   with respect to pole shifting factor  is:  
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 From equation (4.14), let 0a  = 0. Then )()i(L 0  becomes:  

            

 

The i
th

 order sensitivity constant si can be defined as  
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where pi  is the i
th

 term of the row vector 1M)t(T
CX  . Equation (4.14) can be written as:  


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4.2.3 System output prediction    

    The output of the system )1(
^

ty  can be predicted at time (t) if the control signal ),( tu  

at time t is known [84]. 

Then )1(
^

ty   can be written as: 

      )1(
^

ty  = ),()( 1  tubtX
T

i                                                                          (4.19) 

where 

T
CX = ])()..2()1()(..)()....2()1([ T

gf ntytytytyntututu     (4.20) 

is the measurement vector, and 

Equation (4.18) is substituted in (4.19) and it is expressed as a function of a  

)1(
^

ty  = ])0,([)(
1

1 



an

i

i

i

T

i astubtX                                                                (4.21) 

T

nb a
aaaabnbb ]............32[ 321                                                         (4.22) 

 is an identified parameter vector. 

 

4.2.4 Performance index and constraints  

Performance index, chosen to obtain the optimum control signal, can be expressed as:  

   

2
^

)1()1(),1(min 





 tytyEatJ ref

a
                                                          (4.23) 

where 

)1( tyref is the system output reference. 
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Equation (4.21) is substituted in (4.23) and it results in equation (4.24), and in terms of ),( atu  it 

can be expressed as in equation (4.25). 
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4.2.4.1 Constraints  

The following constraints have to be followed during the minimization with respect to a  

such that the controller tries to keep the system stable in the closed loop.     

 All roots of the closed loop characteristic polynomial, A( a z
-1

), must lie within the unit 

circle on z- plane. By assuming that c  is the absolute value of the largest characteristic 

root of A(z
-1

), a . c is the largest characteristic root of A( a z
-1

). In order to ensure the 

closed loop stability of the system a  should satisfy equation (4.26).   

                    -
cc 




1
  

1
                                                                       (4.26) 

 The control limits should be considered in order to avoid servo saturation. The optimal 

solution for a  should  satisfy equation (4.27): 

           max

1

min )0,( uStuu i
n
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i
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

                                                             (4.27) 

where, 
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minu  is the lower control limit of the controller  

maxu  is the upper control limit of the controller  

 

4.2.5 Properties of PS Algorithm  

The main objective of the PS control algorithm is to push the closed loop poles closer 

towards the center of the unit circle in the z – plane. The pole shifting factor helps to achieve this 

by shifting the open loop poles towards the center of the unit circle. The pole shifting strategy is 

shown in Fig 4.2. The varying range of the pole shifting factor   has to be within the range -

c
a

c 

1
  

1
 . The behaviour of   changes according to the operating conditions such as [85]:   

 

  When the open loop system is unstable )1c(  . The controller behaves like a PA 

controller and it places the largest closed loop poles within the unit circle to maintain the 

stability of the closed loop system and its performance is improved by optimization.  

  When the open loop system is stable )1( c   then the range of PS factor is larger than 

(0, 1) and it helps in obtaining better performance.  
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Fig.4.2 Pole shifting process in the unit circle [23]   

 

4.2.6 Optimization 

The optimization scheme can be explained from Fig. 4.3. The performance index is a 

quadratic function of the control, u (t, a ). So the control obtained by optimizing the performance 

index ),1(
^

tJ  with the stability constraints can be at three possible locations only. As shown 

in Fig. 4.3, the control at point `a` is within the limits so it can be applied to the system to be 

controlled, while the controls at points, b, c, fall outside the limits and cannot be used by the 

controller. The optimal substitutions for the control at point b and c are b’ (Umin), c’ (U max). The 

optimal value of the pole shifting factor  opt, is obtained by optimizing ),1t(J
^

  within the 

stability constraints [86]. 
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Fig 4.3 Illustration of performance index [23] 

 

Controls versus pole shifting factor curves at different sampling times are shown in Fig. 

4.4. The pole shifting factor, , is 1.0 when there is no control signal. In case when the open loop 

is stable (1/ )0.1c   the optimal value of PS factor, a opt, can be obtained by optimizing 

)a,1t(
^
j  and by following the stability constraints such as (–1/ c < a opt  < 1.0 or 1.0 < a opt  < 

1/ c ). Suppose, if the control signal )a,t(u  is outside the limit u(t, a opt )< minu < 0 or 0 

< maxu < u(t, a opt) then the upper or lower limit of the control signal is applied and the 

corresponding a limit   is used. The control signal )a,t(u  is a continuous single value function in 

terms of PS factor a . By applying the mean value theorem of continuous functions, a limit   should 

satisfy equation (4.28). 
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Fig 4.4 Illustration of Control signal [23] 

 

It indicates that a limit is within the range  










cc 

11
,  so it assures the closed loop stability 

of the system. In the case for open loop unstable system, control has to move the unstable poles 

inside the unit circle in the z-plane. These strategies simplify the optimization scheme and its 

optimizing time. Also, when the control signal reaches its limits, in that situation the control limit 

itself is the best control signal and it helps to maintain the closed loop stability without losing its 

stability. The most important priority of this algorithm is an emphasis on the closed loop 

stability. In case of linear systems, when the model of the system is of the same order as well and 

the identified parameters converge to their true values, the closed loop stability is assured by the 

algorithm. In non-linear systems, if the model of the system is of a lower order or that model is 
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of the same order as a linear system, the identified parameters do not converge to their true 

values and equation (4.26) is modified as in equation (4.29): 

 

                              )1(
1

  )1(
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
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cc

                                          (4.29) 

 

where  

  is the security coefficient  

The value of   can be chosen anywhere between 0 % and 100 %. During this case, the 

controller acts in attentive mode and it satisfies the corresponding security coefficient [85, and 

86]. 
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Chapter Five: System Identification Studies 

 

5.1 Introduction  

In chapter 3, RLS and Kalman filter for the identification of parameters are discussed. In 

this chapter those two algorithms are applied to an SCG connected to an infinite bus to identify 

the parameters of the system recursively at each sampling interval as the PS controller uses the 

ARMA parameters obtained online to calculate the control signal. For a time varying system the 

tracking ability of the system and preciseness of the identified parameters are vital to obtain the 

control signal. Various types of disturbances are applied to the system to study the performance 

of the identification algorithm. 

 

5.2 System configuration  

 The system is described as a third order discrete model as:  

 

 

where 

)1( zA , )1( zB  are polynomials with the delay operator 1z   in which  

            )1( zA  =    3

3

2

2

1

11   zazaza
                            (5.2) 

                   )1( zB  =     )3.5(
3

3
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Parameters ( ii ba , ) are estimated using recursive identification techniques. Although numerous 

techniques are available for updating the parameters, two algorithms, Kalman and RLS, have 

been used here for identifying the parameters online with a sampling rate of 20 Hz. The single 

machine infinite bus system, Fig.2.7, is used for the studies.   

 

5.2.1 Online identification using RLS, Kalman algorithm 

 

Rewriting equation (5.1) as:  

                      )4.5()()().()( tttty T    

where )(t is the parameter vector, )(t is the measurement vector  

 

                                 

 

 

The parameter vector )(t  is calculated by RLS with a variable forgetting factor and by the 

Kalman filter techniques as discussed in chapter 3. 

)5.5(][)( 321321

Tbbbaaat 

)6.5(])3()2()1()3()2()1([)( 111
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 Fig 5.1 Online identification of parameters using RLS  

 

5.2.2 Performance studies using RLS algorithm 

In this section, RLS algorithm with a variable forgetting factor is used to track the 

parameters of the system or plant as shown in Fig.5.1 at the sampling rate of 20 Hz. Then the 

output of the system is compared with the RLS identifier conditions for various disturbances and 

different operating conditions. 
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5.2.2.1 Normal load  

In this experiment, the SCG was operated at P = 0.7 p.u, pf = 0.85 lag. A 0.1 p.u step 

increase of initial mechanical torque is applied at 0.5 s. How RLS identifier tracks the output of 

the system is shown in Fig. 5.2. 

 

Fig.5.2   System output and RLS identifier response to a 0.1 p.u step increase in intial 

mechanical torque under normal load condition 

 

 

5.2.2.2 Voltage reference change 

The caliber of the RLS identifier for a step increase in reference voltage is studied here. 

The SCG operated at P = 0.7 p.u, pf = 0.85 lag, and a 0.1 p.u step increase of the initial terminal 

voltage is applied at 0.5 s as shown in Fig.5.3. 
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Fig.5.3  System output and RLS identifier response to a 0.1 p.u step increase in reference 

terminal voltage under normal load condition 

 

5.2.2.3 Light load  

The system was operated at a light load condition of P = 0 .2 p.u, pf = 0.85 lag, and a 0.2 

p.u step increase in initial mechanical torque is applied at 0.5 s. The system response is shown in 

Fig.5.4. 
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Fig.5.4 System output and RLS identifier response to a 0.2 p.u step increase in intial 

mechanical torque under light load condition 

 

 

5.2.2.4 Leading power factor operation 

The SCG was operated at P = 0.3 p.u, pf = 0.85 lead, and a 0.1 p.u step increase of initial 

mechanical torque is applied at 0.5 s. The response of the output of the plant and the RLS 

identifier is shown in Fig. 5.5. 
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Fig 5.5 System output and RLS identifier response to a 0.1 p.u step increase in intial 

mechanical torque under leading load condition 

 

5.2.2.5 Three phase shortcircuit test  

In order to verify the ability of the RLS identifier under a transient condition two test 

cases were carried out as given below 

Case1:  

The SCG  was operated at P = 0.9 p.u, pf = 0.8 lag and a three phase fault is applied at 

0.5 s at the midddle of the transmission line connecting the generator to the infinte bus as shown 

in chapter 2, Fig.2.7. The fault is cleared at 50 ms by operating the circuit breakers. The response 
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of RLS tracking the system output during case 1 is shown in Fig.5.6 and the online variation of 

forgetting factor is shown in Fig.5.7. 

Case 2: 

With the SCG  operating at P = 0.7 p.u , pf = 0.85 lag, a three phase fault is applied at 

0.5s at the midddle of the transmission line connecting the generator to the infinte bus as shown 

in chapter 2, Fig 2.7, and it is cleared at 50 ms by operating the circuitbreaker to bring back to 

original condition at 7 s.  The ability of RLS to track the output of the system during case 2 is 

shown in the Fig.5.8 and the online variation of a, b parameters is shown in Figs. 5.9 and 5.10. 

 

Fig.5.6  System output and RLS identifier response to a three phase to ground fault at the 

operating condition P = 0.9 p.u , pf = 0.8 lag 
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Fig.5.7   Variation of forgetting factor during the three phase to ground fault 

(case 1) 

 

 

 Fig.5.8  System output and RLS identifier response to a three phase to ground fault at the 

operating condition P = 0.7 p.u , pf = 0.85 lag 
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Fig.5.9 Online variation of  A parameters during a three phase to ground fault at 

the operating condition P = 0.7 p.u , pf = 0.85 lag 

 

 

Fig.5.10  Online variation of  B parameters during a three phase to ground fault at the 

operating condition P = 0.7 p.u , pf = 0.85 lag 
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5.2.2.6   Slower, higher frequency condition, and demonstration of white noise 

In this experiment, the SCG was operated at P = 0.7 p.u, pf = 0.85 lag. A 0.1 p.u step 

increase of initial mechanical torque is applied at 0.5 s. How RLS identifier tracks the output of 

the system for 10 Hz, 20 Hz, 50 Hz, and 100 Hz respectively without and with white noise are 

shown in Fig 5.11 to 5.15. 

 

Fig 5.11  System output and RLS identifier response to a 0.1 p.u step increase in intial 

mechanical torque under normal load condition for sampling frequency 10 Hz, without 

white noise  
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Fig. 5.12  System output and RLS identifier response to a 0.1 p.u step increase in intial 

mechanical torque under normal load condition for sampling frequency 10 Hz, with white 

noise 

 

Fig 5.13  Comparison  of RLS identifier response to a 0.1 p.u step increase in intial 

mechanical torque under normal load condition for sampling frequency 20 Hz, with and 

without white noise  
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Fig 5.14 Comparison  of RLS identifier response to a 0.1 p.u step increase in intial 

mechanical torque under normal load condition for sampling frequency 50 Hz, with and 

without white noise  

 

 

Fig 5.15  Comparison of  RLS identifier response to a 0.1 p.u step increase in intial 

mechanical torque under normal load condition for sampling frequency 100 Hz, with and 

without white noise  
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5.2.3 Performance studies using  Kalman identifier 

In the previous section, response of the RLS identifier is studied with respect to the 

output of the system for different types of operating conditions and disturbances. In this section 

Kalman filter is used to track the parameters of the output of the system at the sampling rate of 

20 Hz. From the performance, the best among the two can be selected to update the controller.  

 

5.2.3.1 Normal load condition 

The SCG was operated at P = 0.7 p.u, pf = 0.85 lag. A 0.1 p.u step increase of initial 

mechanical torque is applied at 0.5 s and brought back to the normal condition by removing the 

step increase in initial mechanical torque at 7 s. The response of the output of the plant and the 

Kalman identifier is shown in Fig. 5.16.  

 

Fig.5.16 System output and Kalman identifier response to a 0.1 p.u step increase of intial 

mechanical torque and return to original condition under normal load condition 
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5.2.3.2 Voltage reference change 

The performance of Kalman identifier for a step increase in reference voltage is carried 

out in this experiment. The SCG was operated at P = 0.7 p.u, pf = 0.85 lag. A 0.2 p.u step 

increase of the reference terminal voltage at 0.5 s and brought back to the original condition by 

removing the step increase in reference terminal voltage at 7 s as shown in Fig.5.17. 

 

Fig.5.17  System output and Kalman identifier response to a 0.2  p.u step increase in 

refernce terminal voltage and return to original condition under normal load condition 

 

 

 



 

79 

 

5.2.3.3 Light load condition  

The ability of Kalman identifier under a light load condition to track the variations of the 

plant due to a disturbance is studied here. The SCG was operated at P = 0.2, pf = 0.85 lag. 

Response to a step increase of 0.2 p.u in initial mechanical torque applied at 0.5 s and step 

increase removed at 7 s to bring back to the original condition is shown in Fig.5.18. 

 

 

Fig.5.18 System output and Kalman identifier response to a 0.2  p.u step increase in intial 

mechanical torque and return to original condition under light load condition 
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5.2.3.4 Three phase short circuit test 

Tracking performance during the three phase fault with a Kalman identifer is studied 

here. With the SCG  operating at P = 0.8 p.u , pf = 0.85 lag, a three phase fault is applied at 0.5 s 

at the midddle of the transmission line connecting the generator to the infinte bus as shown in 

chapter 2, Fig.2.7. The fault  is cleared at 50 ms by operating the circuitbreakers and the results 

are shown in Fig.5.19. The online variation of a, b parameters during the three phase fault is 

shown in Figs.5.20 and 5.21. 

 

 

Fig.5.19  System output and Kalman identifier response to a three phase to ground fault at 

the operating condition P = 0.8 p.u , pf = 0.85 lag  
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Fig.5.20 Online variation of  A parameters during a three phase to ground fault at the 

operating condition P = 0.8 p.u , pf = 0.85 lag  with Kalman identifier 

 

 

Fig.5.21 Online variation of  B parameters during a three phase to ground fault at the 

operating condition P = 0.8 p.u , pf = 0.85 lag  with Kalman identifier 
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5.2.3.5 Slower, higher frequency condition, and demonstration of white noise 

In this section Kalman filter is used to track the parameters of the output of the system for 

10, 20, 50, and 100 Hz respectively without and with white noise are shown in Fig 5.22 to Fig 

5.26. 

 

 

Fig 5.22  System output and Kalman identifier response to a 0.1 p.u step increase of intial 

mechanical torque  under normal load condition for sampling frequency 10 Hz, without 

white noise  
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Fig 5.23  System output and Kalman identifier response to a 0.1 p.u step increase of intial 

mechanical torque  under normal load condition for sampling frequency 10 Hz, with white 

noise  

 

Fig 5.24  Comparison of  Kalman identifier response to a 0.1 p.u step increase of intial 

mechanical torque  under normal load condition for sampling frequency 20 Hz, with and 

without white noise  

 



 

84 

 

 

Fig 5.25  Comparison  of  Kalman identifier response to a 0.1 p.u step increase of intial 

mechanical torque  under normal load condition for sampling frequency 50 Hz, with and 

without  white noise  

 

Fig 5.26  Comparison of  Kalman identifier response to a 0.1 p.u step increase of intial 

mechanical torque  under normal load condition for sampling frequency 100 Hz, with and 

without  white noise  
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5.3 Discussion 

In the previous sections simulation studies have been carried out with the RLS and 

Kalman filter algorithms to identify the parameters of the system under different operating 

conditions with disturbances. The results obtained from the simulation studies show that both 

RLS and Kalman filter have very good tracking capability and the same level of accuracy in 

reflecting the output of the system. The results show that both algorithms are suitable for 

estimating the parameters online to update the PS controller to obtain the control signal. 

However, RLS algorithm employed with variable forgetting factor has good convergence time 

(0.012s) over the Kalman filter (0.024 s). Preference is, therefore, given to RLS with a variable 

forgetting factor to update the system parameters in the simulation studies for APSS in chapter 6. 
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Chapter Six: Application of indirect adaptive pole shift control to an SCG 

 

6.1  Introduction  

Power systems are highly non-linear and never operate in steady state. They are also 

subject to many disturbances. The CPSS, the commonly used controller, does not have the 

characteristics to adapt to the changes in the environment so the parameters have to be tuned 

according to the operating condition of the system.  It is desired to have an adaptive controller 

that is flexible in adapting its parameters on-line according to the operating condition of the 

system.  In this chapter, results of simulation studies of an indirect adaptive pole shift controller 

using self-optimizing technique applied to the electro-hydraulic governor of an SCG, connected 

to an infinite bus through a transmission line, are discussed.  

 

6.2 PS Control strategies 

Parameters of the third order model of the system are identified with the help of an 

identification algorithm. After that the control signal is calculated based on the discrete model 

using equation (5.1). If the feedback loop has the form: 

       
)z(F
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                                                                                (6.1)                               

  where 

 )( 1zG  =     
2

2
1

1


 zgzgog
          (6.2) 



 

87 

 

)( 1zF   =     2
2

1
11  zfzf                                                   (6.3)                                                  

 

the closed loop characteristic polynomial )( 1zT   is written as  

 

           )()()()()( 11111   zGzBzFzAzT                                         (6.4) 

 

In pole shift control algorithm,  )( 1zT  takes the form )( 1zA   and the locations of the poles 

are shifted by the variable pole shift factor,  

 

           )()()()()( 11111   zAzGzBzFzA                                     (6.5) 

  

On expanding equation (6.5) on both sides, results in (6.6): 
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Equation (6.6) can be written in matrix form as in Equation (6.7): 

                     )()(.  LwM                                                               (6.7) 
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The control signal )(tu  is calculated as a function of , and it is modified online according to the 

operating condition of the system. 

  )().()().(),( 1  LMtXwtXtu
T

Ct

T

C

                                         (6.8) 

where 

T
CX = )]2()1()()2()1([  tytytytutu                         (6.9) 

The properties, constraints, optimization techniques of the control algorithm are discussed in 

chapter 4. 

6.3 Simulation studies  

To investigate the capability of the pole shift based APSS, studies have been performed 

on the system shown in Fig 6.1. The RLS identifier with a variable forgetting factor, used for the 

identification of the parameters, and the variable pole shifting linear control algorithm, used as a 

controller, are applied to the electro-hydraulic governor of the SCG with a three stage turbine 

and connected to an infinite bus through a transmission line. The speed deviation is sampled at 

the rate of 20 Hz for parameter identification and control computation. The sampling frequency 

of 20 Hz is chosen to give enough time for updating the identifier and control computation. The 

output of the controller is limited with upper limit, + 0.1p.u and lower limit, - 0.1p.u. 

 

6.3 Normal load condition 

In this experiment, with the SCG operating at normal operating condition P = 0.7 p.u, pf 

= 0.85 lag, a 0.1 p.u step increase of initial mechanical torque was applied at 0.5 s. The studies 

were carried out by comparing the response of speed deviation, rotor angle, valve position and 
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terminal voltage with APSS, CPSS and without any supplementary control (OPEN). The results 

are shown in Figs. 6.2 through 6.5. 

 

Fig.6.1 System used for simulation studies  

 

It can be seen from Fig. 6.2 that the pole shift based APSS provides fast damping with 

the settling time of 1.5 s where it is 3.5 s with the CPSS. Also, the peak over-shoot of the 

oscillation with APSS during the first swing and overshoots during successive swings are much 
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less than with the CPSS or OPEN. Position of the valve of electro hydraulic governor is shown in 

Fig. 6.3 and it can be seen that the position of the valve was controlled very quickly by the APSS 

within 1.6 s where as it took 3 s with the CPSS. This helps in controlling the amount of steam 

entering the turbine because the input mechanical power has been controlled to damp the 

oscillations encountered during the disturbance. Also, another test was conducted at normal 

condition P = 0.7 p.u, pf = 0.9 lag with a 0.2 p.u step increase of initial mechanical torque 

applied at 0.5 s and brought back to the original condition at 5 s. The results are shown in Figs. 

6.6 and 6.7. It can be seen from Fig. 6.6 that the settling time with APPS on returning to the 

original condition is about 2 s vs 3s with CPSS. It shows that  APSS damps the oscillations very 

effectively during the normal operating condition. 

 

Fig.6.2 Speed deviation of the SCG in response to a 0.1 p.u step increase in the mechanical 

torque under normal operating condition P = 0.7 p.u, pf =0.85 lag 
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Fig.6.3 Rotor angle in response to 0.1 p.u step increase in the mechanical torque under 

normal operating condition P = 0.7 p.u, pf =0.85 lag 

 

Fig. 6.4 position of the electro-hydraulic governor valve in response to 0.1 p.u step in the 

mechanical torque under normal operating condition P = 0.7 p.u, pf =0.85 lag 
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Fig.6.5 Terminal voltage of the SCG in response to 0.2 p.u step in the mechanical torque 

under normal operating condition P = 0.7 p.u, pf = 0.85 lag  

    

Fig.6.6 Speed deviation of the SCG in response to 0.2 p.u step increase in the mechanical 

torque under normal operating condition P = 0.7 p.u, pf =0.9 lag and return to original 

condition at 5 s 
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Fig.6.7 Position of the valve of electro-hydraulic governor in response to 0.2 p.u step 

increase in the mechanical torque under the normal operating condition P = 0.7 p.u, pf =0.9 

lag and return to original condition at 5 s 

 

6.4 Voltage reference test  

In this test, the terminal  voltage  reference of the  SCG was increased by 0.2 p.u  while the 

generator was operating at  P = 0.7 p.u , pf = 0.85 lag. The response of the speed deviation and 

rotor angle are shown in Figs. 6.8 and 6.9, respectively. It can be seen from Fig. 6.8 that the  

peak over-shoot with APSS is  -0.46 p.u vs  -0.5 p.u with CPSS and with the subsquent swing the 

peak over-shoot is much smaller than with CPSS. Also, the settling time of  APSS is 3s where as 

4s with the CPSS.  
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Fig.6.8 Generator speed deviation in  response to  a 0.2 p.u step increase in the terminal 

voltage reference  

 

Fig.6.9  Rotor angle in response to a 0.2 p.u step increase in  the  reference terminal voltage 
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6.5 Light load condition  

In this experiment, the system was operating under light load condition at P = 0.3 p.u, pf 

= 0.85 lag. A  0.2  p.u step increase in the intial mechnical torque was applied. The responses of 

the system are shown in Figs. 6.10 and 6.11. It can be seen from Fig.  6.10 that within the first 

swing the APSS damps out the oscillations very quickly,  the peak over-shoot of the oscillation is 

0.1 p.u lesser than with OPEN or CPSS. Also, it can be seen from Fig. 6.11 that the  position of 

the valve was controlled very quickly within 1.5 s  with the help of  the APSS  whereas it was  

2.2 s with the CPSS.  The very fast response of electro-hyrdualic governor with the help of the 

APSS helps in controlling the mechanical power faster than CPSS without any manual 

interventions like tuning the parameters.  It can be concluded from the results that the adaptive 

controller damps out the oscillations in light load conditions effectively. 

 

 

 Fig 6.10 Rotor angle of the generator under a light load condition in response to a 0.2 p.u 

step increase in the mechanical torque 



 

96 

 

 

Fig.6.11 Position of the valve in response to light load condition 0.2 p.u step increase in 

mechanical torque 

 

6.6 Leading power factor condition  

In power systems sometimes the current leads the applied voltage due to the capacitive 

load. It is necessary to test under this condition to know the ability of the APSS to damp the 

oscillations during the leading power factor condition. Apparently, it is an extremely difficult 

situation for the controller to act as the stability margin has been reduced. Two cases carried out 

to know its effectiveness are given below. 

Case 1: 

The SCG was operated at P = 0.3 p.u, pf = 0.85 lead, and a step increase of 0.1 p.u of 

initial mechanical torque was applied at 0.5 s. The results are shown in Figs. 6.12 through 6.15. 

It can be seen from Figs. 6.12 and 6.13 that the peak over-shoot of the oscillation with the APSS 
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is much smaller than with OPEN or CPSS, and it damps the oscillation within the first swing.  

Also, it can be seen from Fig. 6.14 that the governor with the APSS acts fast within 1.8 s but it 

was 2.2 s with the CPSS. 

Case 2: 

The SCG was operated at P = 0.5 p.u, pf = 0.9 lead. A step increase of 0.2 p.u of initial 

mechanical torque was applied at 0.5 s and removed at 7s. The results shown in Figs. 6.16 

through 6.18 illustrate the effectiveness of the APSS to damp oscillations during the leading 

power factor conditions. 

 

Fig. 6.12 Speed deviaiton of the SCG at P = 0.3 p.u, pf = 0.85 lead in response to a 0.1 p.u 

step increase in intial mechanical torque at 0.5s. 
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Fig.6.13 Rotor angle of the SCG at P = 0.3 p.u, pf = 0.85 lead in response to a 0.1 p.u step 

increase in intial mechanical torque at 0.5s. 

 

Fig.6.14 Position of the governor valve at P = 0.3 p.u, 0.85 lead  in response to a 0.1 p.u step 

increase in intial mechanical torque at 0.5 
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Fig.6.15 Terminal voltage of the SCG at P = 0.3 p.u, 0.85 lead  in response to a 0.1  p.u step 

increase in intial mechanical torque at 0.5 s    

 

Fig.6.16 Speed deviaiton of the SCG at P = 0.5 p.u, pf = 0.9 lead  in response to a 0.2 p.u 

step increase in intial mechanical torque at 0.5 s  and return to the original  condition 
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Fig.6.17 Rotor angle of the SCG at P = 0.5 p.u, pf = 0.9 lead  in response to a 0.2 p.u step 

increase in intial mechanical torque at 0.5 s  and return to the original  condition 

 

Fig.6.18  Valve position of the SCG at P = 0.5 p.u, pf = 0.9 lead in response to a 0.2 p.u step 

increase in intial mechanical torque at 0.5 s  and return to the original  condition 
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6.7 Three phase short circuit test 

    Short circuit faults occur quite commonly in power systems and it is considered to be one 

of the severe ones among different types of short circuits. In order to verify the performance of 

the controller, a three phase short circuit is applied on one of the transmission lines connecting 

the generator to the infinite bus in the system as shown in Fig. 6.1. The initial operating 

conditions are P = 0.7 p.u, pf = 0.85 lag. The fault occurs at 0.5s, cleared at 50 ms with the use of 

circuit breakers at both ends. 

   

 The responses of the system are shown in Figs. 6.19 through 6.21. It can be seen from 

Fig. 6.19 that the peak over-shoot of the oscillation with APSS within the first swing is much 

shorter than with the CPSS and it damps out the oscillation within 2 s. Also, it can be seen from 

Fig. 6.20 that the position of the valve is stretched out to the maximum when there is no control. 

However, with the help of APSS the response of the governor has been improved and it reacts 

faster than CPSS within 1.8 s. The terminal voltage of the SCG during the three phase fault is 

shown in Fig. 6.21. It can be seen that, with the help of the APSS, the terminal voltage is restored 

back to its actual value much faster than with CPSS or OPEN. From these results, the 

effectiveness of the controller is verified to damp the oscillations during a three phase fault. 
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Fig. 6.19 Speed deviaiton of the SCG  in response to a three phase short circuit test at P = 

0.7 p.u , pf = 0.85 lag 

 

Fig.6.20 Position of the electro-hydraulic governor valve  in response to a three phase short 

circuti test at P = 0.7 p.u, pf  =  0.85 lag  
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Fig.6.21 Terminal voltage of SCG in response to a three phase short circuit test at  

P = 0.7 p.u , pf = 0.85 lag  

 

6.8  Three phase short circuit test with successful reclosure 

   In this test, a three phase short circuit takes place when P = 0.9 p.u, pf =0.9 lag, at 0.5 s 

and is cleared after 50 ms by opening the circuit breaker. The line is then connected back 

successfully at 7s. The results given in Fig.6.22 show that the APSS, provides more effective 

performance than the CPSS in damping the oscillations. 
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Fig.6.22 Speed deviaiton of the SCG at P = 0.9 p.u, pf = 0.8 lag  in response to three phase 

short circuit fault at the middle of a transmission line and with succesful reclosure 

 

6.9 Performance of the controller at slower, higher  frequency, and with white noise  

In this experiment, with the SCG operating at normal operating condition P = 0.7 p.u, pf 

= 0.85 lag, a 0.1 p.u step increase of initial mechanical torque was applied at 0.5 s. The studies 

were carried out by comparing the response of speed deviation with CPSS, and APSS for 10 Hz, 

20 Hz, 50 Hz, and 100 Hz respectively without and with white noise are shown in Fig 6.23 to Fig 

6.29. A simple low pass filter is added before the PSS signal as low frequency is the only 

concern. 
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Fig 6.23   Speed deviation of the SCG in response to a 0.1 p.u step increase in the 

mechanical torque under normal operating condition P = 0.7 p.u, pf =0.85 lag, 10 Hz, 

without white noise 

 

 

Fig 6.24  Speed deviation of the SCG in response to a 0.1 p.u step increase in the 

mechanical torque under normal operating condition P = 0.7 p.u, pf =0.85 lag, 10 Hz, with 

white noise 
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Fig 6.25  Speed deviation of the SCG in response to a 0.1 p.u step increase in the 

mechanical torque under normal operating condition P = 0.7 p.u, pf =0.85 lag, 50 Hz, 

without white noise 

 

Fig 6.26  Speed deviation of the SCG in response to a 0.1 p.u step increase in the 

mechanical torque under normal operating condition P = 0.7 p.u, pf =0.85 lag, 100 Hz, 

without white noise 
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Fig 6.27  Speed deviation of the SCG in response to a 0.1 p.u step increase in the 

mechanical torque under normal operating condition P = 0.7 p.u, pf =0.85 lag, 20 Hz, with 

white noise 

 

Fig 6.28  Speed deviation of the SCG in response to a 0.1 p.u step increase in the 

mechanical torque under normal operating condition P = 0.7 p.u, pf =0.85 lag, 50 Hz, with 

white noise 
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Fig 6.29  Speed deviation of the SCG in response to a 0.1 p.u step increase in the 

mechanical torque under normal operating condition P = 0.7 p.u, pf =0.85 lag, 100 Hz, with 

white noise 

 

6.10 Stability test  

In this experiment, the input mechanical torque applied to the SCG without any 

supplementary control, with CPSS and with APSS is increased at the rate of 0.05 p.u  per second 

with the initial P = 1.6 p.u, pf  = 0.9 lag until the system lost its stability. The results are shown 

in Fig. 6.23.The mechanical torque values for different types of control when the system lost 

stability are given in Table 6.1. From the results, the stability margin of SCG with an APSS is 

greater than with CPSS, and without any supplementary control. 
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Fig. 6.30   Speed deviation of SCG at P = 1.6 p.u, pf = 0.9 lag in response to a increase in 

mechanical torque at the rate of 0.05 p.u per second 

 

 

Types of control     OPEN   CPSS  APSS 

Mechanical Torque  

(p.u) 

   2.275   2.35   2.4 

 

Table 6.1 Mechanical torque values for different types of control when the system lost it 

stability  
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6.11 Summary of the chapter 

The Performance of the indirect adaptive controller applied to the electro-hydraulic 

governor of the SCG with a three stage turbine connected to an infinite bus through a 

transmission line has been tested.  The results obtained from the simulation studies show that the 

adaptive controller, not designed for any particular operating condition, gives good performance 

at any operating condition, fault conditions like 3 phase fault, and lagging or leading load 

without any manual tuning of its parameters. It offers higher stability margin and improved 

system stability than the CPSS. The linear feedback adaptive controller, tested here for the SCG, 

can be used for thermal based power plants like coal, co-generation, nuclear, and for a micro 

hydro.  
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Chapter Seven: Conclusions and recommendations for future work  

 

Electric power systems have evolved with many changes in the recent past. Problems 

associated with the stability and control of conventional synchronous generators for power 

generation have been identified and successfully solved with the help of a PSS as a 

supplementary excitation controller. Extensive work has been done on the CPSS to improve the 

performance [12, 23, 39, 40, 42, and 47].  

As energy needs keep on growing throughout the world, power producers who engage in 

business in deregulated markets like Alberta ISO, California ISO, and New York ISO are 

looking  for higher efficiency, higher stability. The synchronous superconducting generator is a 

possible solution as it offers many potential advantages over the conventional machines for 

power generation such as improved steady state stability, better efficiency, less emissions, lower 

losses, smaller size and rating even beyond 2000 MVA possible. Despite the above advantages 

of SCG, the enhancement of power systems stability and control of SCG is a challenging task.   

 

In early attempts investigators have proposed many methods to control the SCG to 

enhance power systems stability. Among so many techniques the excitation and governor control 

have gained importance because of their performance in damping the oscillations.  However, the 

excitation control of SCG is ineffective due to the long-time constant of field winding and 

shielding effects of the rotor screen. Hence, the governor control becomes the only possible way 

to enhance the power system stability of SCG. The availability of fast valving and the electro-
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hydraulic governor made it very effective in damping the power systems oscillations. However, 

the CPSS cannot provide good performance over wide operating conditions. 

 

7.1 Conclusions  

The simulation studies carried out show that the supplementary signal provided by the 

pole shift based adaptive controller to the electro-hydraulic governor can improve the stability 

effectively during the disturbances and it can be implemented in real time. On the other hand, 

artificial intelligence techniques are too complex to implement in real time because of unknown 

information on internal working. Here some of the issues that are focussed on in this dissertation 

are listed. 

 

 Due to the ineffective nature of the excitation loop of SCG, the APSS was applied on the 

governor loop to damp the low frequency oscillations. The fast valving of electro –hydraulic 

governor helped further to obtain the quick response to enhance the stability. 

 In real time, simpler controllers are easy to implement. So, the attention was focussed on the 

online based identifiers to estimate the parameters of the plant and the linear feedback PS 

control for the controller.  

 Parameters of the plant are estimated online with the help of RLS with a variable forgetting 

factor, and Kalman estimator. A comparison between the two identification techniques shows 

that both algorithms are good in estimating the parameters of the plant. Preference is given to 

the RLS based variable forgetting factor identification technique because of its shorter 

convergence time. 
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 The variable pole shift algorithm with a variable pole shift factor is used for the controller. It 

adapts and self-searches the pole shift factor according to the operating condition to calculate 

the control signal. Unlike the CPSS, there is no need of manual intervention to tune its 

parameters. To the best of the author’s knowledge this is the first attempt in the application 

of  variable  PS based adaptive power systems stabilizer to the electro-hydraulic governor of 

SCG with a three stage turbine, when exciter is in operation, with online system 

identification. 

 

 To verify the effectiveness of the governor based adaptive power system stabilizer in a single 

machine infinite bus system, a ninth order generator model is used to represent the SCG 

connected to an infinite bus through a transmission line. Simulation studies were carried out 

for different operating conditions and the simulation results show that the  pole shift based 

adaptive controller damps the low frequency oscillations very effectively to improve the 

stability of the system. 

 

7.2 Future work and recommendations  

In this thesis, the adaptive based governor control of SCG has been studied for power 

system stabilization. Based on this, the following topics are recommended for further research.  

 The dynamics of the boiler (steam) is kept constant throughout the thesis. It can be modeled 

with nonlinear dynamics and the effectiveness of the governor control can be verified. 

  The RLS with a variable forgetting factor was used to identify the parameters of the systems 

to update the variable PS controller. In recent years, techniques based on neural networks 
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have been developed.  So any neural network based algorithm can be used to estimate the 

parameters of the plant as well as for the controller to know its effectiveness. 

 The speed deviation of the generator, Δω, was used for the feedback signal to the stabilizer. 

Other signals, like acceleration, electric power, can be investigated. 
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APPENDIX  

 

A.1 Excitation system of SCG  

 

Fig.A.1 Excitation system for SCG 

 

 

A.2   The conventional power systems stabilizer or the phase advance network of SCG 

 

 

 Fig.A.2 CPSS for SCG 
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A3. Parameters for SCG 

 

All resistances and reactances are in p.u and time constants in seconds (s) 

Superconducting Generator  

Lf  = 0.541, Ld = Lq = 0.5435, LD1= LQ1 = 0.2567,  

LD2 = LQ2 = 0.4225, Lfd = LfD1= LdD1= LdD2 = LD1D2=0.237, 

LfD2 = 0.3898, 

LqQ1 = LqQ2 = LQ1Q2 = 0.237,  f =750, Rd = Rq = 0.003, 

RD1 = RQ1 = 0.01008, RD2 = RQ2 = 0.00134, H=3 kW s/kVA 

Ra  = 0.003 

 

Turbine and governor of SCG 

 GM =  GI = 0.1, 

 HP = 0.1,  RH = 10,  IP =  LP = 0.3, Po = 1.2 p.u, 

 FHP = 0.26, FIP = 0.42, FLP = 0.32 

 

Governor valve movements and constraints  

0 ≤ (GM, GI)≤ 1  -6.7 ≤ (  max,   min ) ≤ 6.7  

Transmission line  

XL = 0.2, RL = 0.08 
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Exciter and AVR of SCG 

Ke  = 200,    e = 0.01 s 

Ef max   = +5, Ef min = -5 

 

CPSS for SCG 

T1 = 0.5, T2 = 0.01, Ka = 0.1 

 

A.4 Excitation system of CSG 

 

Fig. A4 Excitation system of CSG 
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A.5 CPSS for CSG 

 

Figure A.5 CPSS model for CSG 

 

A.6  Parameters for conventional synchronous generator  

All resistances and reactances are in p.u and time constants in seconds (s) 

Xf  = 1.33, Xd = 1.24,  Xq = 0.743, Xkd = 1.15,  

Xkq = 0.652, Xmq = 0.626, Xmd = 1.126, 

H = 3.46 kW s/kVA 

ra = 0.007, rf  = 0.00089, rkd = 0.023, rkq = 0.023, Kd = -0.0027 

 

Exciter cum AVR, and Governor of CSG 

Rc = 0.0,    Xe = 0.65, Rc = 0.0,  Xc = 0.0 , TR = 0.04  KA = 190, 

Kc = 0.08,  Kf = 0.0 KLF = 0.0, ILR = 0 , TB = 10.0, TC = 1.00, TA = 0.01 TF = 0.0,  

TB1 = 0.0 TC1 =0.0, VOEL = 999, VUEL = -999, VIMAX = 999, VIMIN = -999, VAMAX = 999,  

VAMIN = -999, VRMAX = 7.8, VRMIN = -6.7 

a = -0.001328, b = -0.17, Tg = 0.25  
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CPSS for CSG 

T1 =  0.2, T2 = 0.045, T3= 0.2, T4 = 0.045,  T5 = 2.65,  T6 = 0.009,  Ks = 11.31,  A1 = 0.0, 

A2 = 0.0 

 


