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Abstract

This dissertation presents innovative contributions aimed at enhancing resource allocation for high-speed

vehicular users within the Fifth-Generation (5G) networks. The study addresses challenges in segregating

users based on velocities and introduces a customized distance metric. When applied in K-means cluster-

ing, this metric yields optimal results, particularly in scenarios involving the separation of high-speed and

low-speed users. The validation of this metric is rigorously examined through mathematical analysis and ex-

haustive search on distance metric criteria. Furthermore, numerical simulations illustrate the e�cacy of the

K-Means algorithm when utilizing the proposed distance metric to segregate users across various scenarios

and dimensions.

A new user-centric channel allocation scheme, known as Vehicular Frequency Reuse (VFR), is introduced

for 5G networks, with a speci�c focus on millimeter-wave (mm-wave) band small cells. Accompanied by an

innovative cell reselection procedure that is designed to adapt the network con�gurations to user mobility.

A novel mobility management function seamlessly integrates the proposed VFR scheme and cell reselection

procedure into the 5G mobility management framework. This integrated function signi�cantly reduces

handover rates and enhances link reliability in 5G network for high-speed road users, such as Connected

Autonomous Vehicles (CAVs). The proposed Distance-Threshold metric is employed to assess the frequency

reuse ratio within this network. Additionally, a Velocity-Threshold metric, calculated using a k-means

algorithm and the proposed distance metric, simpli�es the segregation between low-speed and high-speed

users based solely on velocity comparison. This approach reduces complexity in real-time user separation

processes while maintaining the clustering algorithm of the real-time pipeline of the system.

This research also presents a novel approach to power control in vehicular 5G-connected networks using

Deep Reinforcement Learning (DRL). Focusing on optimizing power allocation for CAVs in mm-wave bands

between CAVs and Roadside Units (RSUs), the goal is to achieve the demanded uplink transmission capacity

while minimizing power consumption and co-channel interference. Implemented through the Proximal Policy

Optimization (PPO) algorithm within a modi�ed actor-critic architecture, a Deep Neural Network (DNN)

model guides decision-making. The proposed method is integrable with existing 3rd Generation Partnership

Project (3GPP)-based 5G architecture with minimal changes, leveraging quantized information from cellular

users’ measurement reports for compatibility. Simulation results across varied road conditions demonstrate

the superior performance of the proposed algorithm compared to conventional 3GPP-based power control

algorithm.

Future research directions are identi�ed to enhance these contributions. Highlighted is the integration

of adaptive beamforming with the proposed resource allocation to enhance energy and spectrum e�ciency
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further. Additionally, exploring other dimensions of resource allocation and technologies including Sixth-

Generation (6G) is suggested.

In conclusion, the thesis addresses critical challenges in vehicular 5G networks, o�ering innovative so-

lutions for clustering, channel allocation, and power control. These contributions lay the foundation for

enhanced network e�ciency, reliability, and performance in high-speed vehicular environments, with future

research directions poised to further push the boundaries of wireless technology.
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Chapter 1

Introduction

1.1 Research Motivation

Resource allocation is pivotal for cellular communication, and e�cient resource management can enhance

network capacity and coverage. The main resources in the wireless link of a cellular network include the

frequency spectrum (channel), power, bandwidth, modulation, coding scheme, and antenna port [1], [111].

In cellular networks, channel resources are allocated among cells based on their individual requirements,

following a cell-centric distribution approach. According to the cell-centric scheme, all available channel

resources are distributed among N cells within a cluster, with each cell receiving a portion of the channels [2].

Consequently, whenever a cellular user connected to the network moves from the coverage area of one cell

to that of a neighboring cell, it is required to change its communication channel through the handover

procedure.

The coverage radius of the cells, especially in the early generations of cellular networks, was in the range

of a few kilometers. Additionally, the users in the �rst generation of cellular networks were mainly very

low-speed users, such as pedestrians. Therefore, the average time for a wireless user to move across a cell

coverage area and relocate into a new cell was long enough that the handover time was noticeably less than

the total connection time. Moreover, the total number of handover requests was low due to the same reasons

as well as the lower total number of users.

The Fifth Generation (5G) network is designed to utilize small cells with coverage diameters down to a

few tens of meters, in addition to the larger cells used in previous generations, to service a large number of

users with high quality of service and high data rates. Furthermore, it is planned to provide cellular service

to high-mobility users such as vehicles and trains, with speeds of up to 500 km/h [3].

1



A large number of 5G-connected vehicular users on a road and the high demand for data rates from each

user require a wide bandwidth to provide the promised service. The required high-frequency spectrum is

mainly available in high-frequency bands such as millimeter-wave (mm-wave) bands. However, the mm-wave

bands have high path-loss, making them energy ine�cient for use in large cells. The use of small cells with

mm-wave bands for vehicular users will drastically increase the number of handovers and make resource

allocation more challenging due to the high mobility of these users.

In this dissertation, the issue of resource allocation for high-speed vehicular users in 3rd Generation

Partnership Project (3GPP)-based 5G networks while they are connected to mm-wave band small cells

is addressed. The focus in this dissertation is on channel and power allocation for these high-speed users,

aiming to mitigate the high number of handovers and enhance power control performance through innovative

approaches.

1.2 Research Background

The International Telecommunication Union (ITU) has established stringent Key Performance Indicator

(KPI) targets for 5G networks. Some of these KPI targets include a peak data rate of 10 Gbps for uplink

and 20 Gbps for downlink, mobility interruption time of 0 ms, high reliability (with a data transmission

success probability of 1 � 10�5 for 32 bytes), high connection density of 1,000,000 devices/km2 in urban

areas [65]. Achieving these targets requires the integration of new technologies, architectural modi�cations,

advanced resource management, and the addition of more frequency bands and bandwidth.

Millimeter-wave (mm-wave) frequency bands contribute to meeting the unprecedented data rate demands

of the 5G network. The mm-wave bands (e.g., 24 to 77 GHz) o�er wider bandwidths compared to the sub-

6 GHz bands available in previous cellular generations, enabling data transmission at ultra-fast speeds.

However, the high bandwidth in mm-wave bands comes at the cost of a shorter communication range and

increased susceptibility to obstacles. To optimize performance and address these challenges, one of the most

e�ective approaches is the deployment of small cells operating in these high-frequency bands. Mm-wave

band small cells, with coverage diameters of a few hundred meters, can provide direct Line-of-Sight (LOS)

for 5G vehicular users within short communication ranges [5].

Connected Autonomous Vehicles (CAVs) rely on communication for real-time exchange of data with other

vehicles (V2V) and infrastructure (V2I) to enhance safety and e�ciency while commuting on roads. The

V2I link between CAVs and 5G small cells (also referred to as Roadside Units - RSUs - in this dissertation)

is particularly crucial, as it enables CAVs to interact with tra�c signals, road signs, and centralized control

systems. This connection allows CAVs to receive up-to-date information about tra�c conditions, road
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hazards, and navigation updates, empowering them to make informed decisions and adapt to dynamic road

environments swiftly [6]. With the ultra-low latency and high reliability o�ered by 5G, the V2I link ensures

that CAVs can react promptly to changing situations, reducing the risk of accidents, improving tra�c 
ow,

and ultimately realizing the full potential of autonomous driving technologies [7].

Resource allocation in wireless communication is crucial for ensuring link reliability and e�ciency. This

importance is magni�ed in the V2I link over mm-wave frequency bands due to the high mobility of users

and signi�cant channel gain variations at high frequencies. E�ective resource allocation strategies enable the

dynamic assignment of frequency, time, and spatial resources to vehicles, optimizing network performance

while mitigating interference and maximizing spectral e�ciency. Through intelligent resource allocation,

the V2I link can ensure seamless connectivity, enhance vehicular safety, facilitate tra�c management, and

support emerging applications such as autonomous driving, cooperative collision avoidance, and tra�c 
ow

optimization. Ultimately, these advancements contribute to safer, smarter, and more e�cient transportation

ecosystems.

In the context of this chapter, building upon the extensive literature review of resource allocation pro-

vided in Chapters 3 and 4, recent advancements in user-centric resource allocation in cellular networks

have propelled the discourse forward. Channel allocation in user-centric network architecture is investigated

in [19], [20], and [21]. In [19], authors utilize a reinforcement learning algorithm to dynamically allocate time-

frequency resources, including sub-frame and sub-channel resources, based on heterogeneous user Quality of

Service (QoS) requirements. Researchers in [20] propose a multi-agent Double Deep Q-Network (DDQN)

channel and power allocation algorithm for computation o�oading of vehicular users using 6G networks.

The resource block allocation using Deep Reinforcement Learning (DRL) for user-centric vehicular networks

with the objective of minimizing long-term content delivery delay is studied in [21]. To reduce unnecessary

handovers in 5G networks while users roam around the cell edges, authors in [22] propose a smart handover

strategy that autonomously �ne-tunes the handover control parameters using Signal to Interference plus

Noise Ratio (SINR) conditions.

In the landscape of 5G networks, the integration of machine learning (ML) techniques promises to rev-

olutionize resource allocation. The latest insights from the 3GPP documents emphasize the augmentation

of air-interfaces with ML features, demonstrating 3GPP’s e�orts to expand the application of ML in 5G

networks and beyond. According to the most recent 3GPP technical report document [9], their primary aim

is to examine the 3GPP framework for AI/ML within the air-interface context for various target use cases,

focusing on factors such as performance, complexity, and potential speci�cation implications. The study

of ML applications in various areas of the 5G network has already begun within 3GPP, including the core

network [10], media services [11] and [12], security and privacy [13] and [14], Next Generation-Radio Access
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Network (NG-RAN) and the air interface [15] and [9], as well as AI/ML management [16] and [17].

ML algorithms can dynamically optimize resource allocation, adapt to changing network conditions, and

enhance overall system performance. For instance, ML models can be utilized for applications such as pre-

dicting channel state information (CSI), enabling precise spatial-domain downlink beam prediction based

on historical measurement results. Additionally, ML-driven positioning accuracy enhancements, such as

AI/ML-assisted positioning, can improve location tracking in vehicular environments. Evaluations based on

KPIs highlight the e�ciency gains of ML-based techniques while considering factors like inference latency,

computational complexity, and hardware requirements. Moreover, the assessment of potential speci�cation

impacts underscores the need for seamless integration within existing Radio Access Network (RAN) archi-

tectures, ensuring interoperability and adherence to privacy protocols. By embracing ML within the 5G

system, the V2I link stands to bene�t from enhanced reliability, reduced latency, and optimized resource

utilization, ultimately paving the way for advanced automotive applications and services [9].

Three of the most common paradigms in machine learning are supervised learning, unsupervised learning,

and reinforcement learning. Supervised learning involves training a model on a labeled dataset, where each

example is paired with a corresponding label, aiming to learn the relationship between inputs and outputs.

Unsupervised learning, on the other hand, deals with unlabeled data, focusing on discovering patterns,

structures, or groupings within the data without explicit guidance. Reinforcement learning revolves around

an agent interacting with an environment, learning to make decisions to maximize cumulative rewards

through trial and error.

Each of the mentioned paradigms encompasses a variety of algorithms tailored to speci�c tasks and

challenges. In unsupervised learning, clustering algorithms like k-means group similar data points together,

while dimensionality reduction techniques aim to capture essential features of the data. In reinforcement

learning, policy-based algorithms like PPO and REINFORCE focus on directly learning a policy for decision-

making, while value-based algorithms such as Q-learning and Deep Q-Network (DQN) estimate the value of

taking certain actions in given states.

The K-Means algorithm is an iterative clustering technique used to partition a dataset into K distinct,

non-overlapping clusters. It operates by �rst initializing K cluster centroids randomly, then iteratively as-

signing each data point to the nearest centroid and updating the centroids based on the mean of the points

assigned to them. This process continues until convergence, typically when the centroids no longer change

signi�cantly or a prede�ned number of iterations is reached. The choice of distance metric profoundly in
u-

ences the clustering results by determining how similarity or dissimilarity between data points is measured.

Di�erent distance metrics can lead to varying cluster shapes, densities, and overall clustering structures,

making it essential to choose an appropriate metric that aligns with the underlying data distribution and
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clustering objectives.

Distance metrics, in the realm of mathematics and data analysis, quantify the dissimilarity or similarity

between objects or data points in a space. They measure the distance between pairs of points, facilitating

various applications like clustering, classi�cation, and nearest neighbor search. A distance metric must ad-

here to certain properties to ensure validity, such as non-negativity, symmetry, the triangle inequality, and

the identity of indiscernibles. These properties guarantee that the metric accurately re
ects the spatial rela-

tionships within the data and enables reliable analysis and decision-making in machine learning algorithms

and other computational processes [18].

Evaluation measures are metrics used to assess the performance and quality of clustering algorithms,

particularly in estimating the optimal number of clusters. They help quantify how well the data points are

grouped into clusters. The Sum of Squared Errors (SSE) measures the sum of the squared distances between

each data point and its corresponding cluster centroid, aiming to minimize this value for tighter clusters.

Compactness evaluates how closely related the data points within a cluster are to each other, emphasizing

intra-cluster cohesion. On the other hand, the Silhouette coe�cient considers both cohesion and separation,

providing a measure of how well-separated clusters are while also assessing how similar data points are within

their clusters. Its values range from �1 to 1, where a higher value indicates a better clustering structure.

These measures collectively aid in the selection of the optimal number of clusters and the assessment of

clustering quality.

1.3 Thesis Objectives

The primary objective of this thesis is to investigate and optimize resource allocation strategies within the

context of 5G networks for high-speed vehicular users, speci�cally CAVs. The focus of the study will be on

the V2I communication link between CAVs and 3GPP-based mm-wave band small cells, commonly known

as RSUs, within the network. Through comprehensive analysis and innovative approaches, the research aims

to enhance the e�ciency and performance of resource allocation mechanisms, ensuring seamless and reliable

communication for CAVs in dynamic and high-speed scenarios.

The resource allocation is examined in a system environment consisting of a segment of a two-way

road featuring multiple lanes in each direction. Positioned within the road median, RSUs are strategically

deployed to ensure comprehensive coverage across all lanes on both sides of the road, spanning several

tens of meters alongside the roadway. To facilitate seamless handover and continuous connectivity, the

coverage areas of RSUs overlap. Each vehicle establishes a connection with its closest RSU, ensuring e�cient

communication within the vehicular network. Moreover, the system architecture adopts a split cell model for
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each gNodeB according to the 3GPP standard, comprising a central unit (gNB-CU) and multiple distributed

units (gNB-DU), with several RSUs allocated to each gNB-DU. This model enhances network e�ciency and

scalability, optimizing resource allocation and management across the infrastructure. By gaining an intricate

understanding of the system environment, the thesis aims to devise robust centralized solutions at each

gNodeB tailored to accommodate the dynamic demands of high-speed vehicular users within the standard

5G network infrastructure.

The objective of this study is to develop a solution that adheres to the existing 5G network architecture

while ensuring compatibility and e�ectiveness remain paramount. Particularly, this design aims to seamlessly

integrate within the framework standardized by 3GPP, bolstering the structural integrity of 5G networks.

Acknowledging the inherent limitations of the 5G network, decisions will primarily occur at the network

side, using quantized measurement values reported by users. Embracing the existing imperfect channel state

information available in current measurement reports, the approach employed in this dissertation focuses

on optimizing network performance while maintaining simplicity in design. The proposed methods priori-

tize simplicity in real-time decision-making processes, ensuring their disentanglement from time-consuming

tasks and their integration into a streamlined operational 
ow. Thus, the design in this dissertation not

only addresses these inherent limitations but also endeavors to optimize network performance within the

complexities of high-speed vehicular communication and 5G network infrastructure.

In Chapter 2, the primary objective revolves around developing a robust clustering algorithm and an

appropriate distance metric to e�ectively di�erentiate high-speed vehicular users from their low-speed coun-

terparts within the network. Given the distinctive characteristics and dynamic nature of vehicular communi-

cation, the need to segregate high-speed users becomes crucial for tailored resource allocation strategies. The

clustering algorithm employed aims to group users based on their mobility patterns and velocity, allowing

for the identi�cation and isolation of high-speed vehicular users. Additionally, the selection of a suitable

distance metric is paramount to accurately measure the dissimilarity between users and re�ne the clustering

process. By achieving this objective, Chapter 2 lays the foundation for subsequent chapters, paving the way

for targeted resource allocation strategies that cater speci�cally to the unique requirements of high-speed

vehicular users in the 5G network environment.

In Chapter 3, the primary objective is to devise a comprehensive mobility management and channel

allocation scheme speci�cally tailored to address the unique challenges faced by high-speed users within

small-cell environments. The key focus lies in minimizing the frequency of handovers experienced by high-

speed users, thereby enhancing network e�ciency and user experience. Optimizing the mobility management

function aims to integrate the proposed channel allocation scheme into the network infrastructure, thereby

minimizing disruptions to communication 
ow. Furthermore, the goal of this study extends to reducing the
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communication overhead associated with the over-the-air control plane, ensuring e�cient resource utilization,

and minimizing network congestion. Additionally, the aim is to improve the frequency reuse ratio in the

network, maximizing spectral e�ciency and enhancing overall system capacity. Through the development and

implementation of advanced mobility management and channel allocation strategies, Chapter 3 endeavors

to establish a robust framework for seamless and e�cient communication for high-speed users in small-cell

environments within the 5G network architecture.

Chapter 4 is dedicated to the development of a novel power control algorithm tailored to meet the diverse

requirements of high-speed vehicular users within the network. The primary aim is to design an adaptive

power allocation scheme capable of dynamically adjusting the transmission power levels of users to achieve

desired data rates while adhering to individual user’s transmission power limits and QoS requirements. The

proposed algorithm will integrate considerations for varying road conditions, ensuring optimal performance

across di�erent environmental scenarios. Moreover, it will be limited to quantized imperfect reported values,

akin to conventional cellular networks, as a source of its decision-making information. By incorporating

these elements, Chapter 4 seeks to establish a robust and adaptive power control mechanism that enhances

spectral e�ciency, minimizes interference, and optimizes the overall performance of high-speed vehicular

communication within the 5G network infrastructure.

1.4 Thesis Contributions

Building upon the research motivation and thesis objectives, this dissertation makes signi�cant contributions

to the �eld by introducing novel resource allocation strategies speci�cally designed for high-speed vehicular

users within the 5G network. The overarching aim is to enhance network performance and e�ciency while

aligning with the established 3GPP-based 5G network architecture, all while maintaining a commitment to

simplicity.

Now, let’s delve into the detailed contributions of each chapter:

Chapter 2 introduces a novel distance metric speci�cally designed for application in the K-Means cluster-

ing algorithm, with a particular emphasis on its relevance in wireless networks and vehicular communications.

The proposed distance metric undergoes a thorough examination of its distance criterion, establishing its

validity as a robust metric. The chapter extensively investigates and evaluates the performance of this novel

metric, conducting comparisons with similar metrics through both generated datasets and a model-based

dataset via simulation. Additionally, the research explores three distinct evaluation measures to e�ectively

determine the optimal number of clusters. Furthermore, the chapter delves into a comprehensive investigation

of issues related to opposite sign values in metrics such as Canberra, Clark, and Chi-Squared, contributing
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valuable insights to the �eld of distance metrics and clustering algorithms.

Chapter 3 introduces several pioneering contributions aimed at enhancing mobility management and

channel allocation e�ciency within the 5G network infrastructure. Firstly, a novel Mobility Management

Function (MMF) for 5G Radio Resource Control (RRC) is proposed, o�ering distinct procedures tailored

to both high-speed and low-speed users, e�ectively mitigating the frequency of handovers (HOs) in the

network. Additionally, a groundbreaking Vehicular Frequency Reuse (VFR) scheme is presented for the V2I

link between high-speed vehicles and small-cells, signi�cantly reducing HOs, improving network performance,

control plane e�ciency, and link reliability. Furthermore, a novel cell reselection procedure is outlined for

high-speed users in the RRC Connected state, seamlessly managing their relocation between cells without

perceptible impact on user experience. Investigation into the frequency reuse ratio and the formulation of

the Distance-Threshold parameter adds valuable insights into channel allocation optimization. The chapter

also delves into the di�erentiation of low-speed and high-speed users through the Velocity-Threshold (VT)

metric, employing Machine Learning algorithms proposed in chapter 2 for adaptive calculation based on

varying road and environmental conditions. Finally, a comprehensive study of traditional channel allocation

schemes, measurement reports, and HO procedures in the 5G network context enriches the understanding

of network dynamics and optimization strategies.

Chapter 4 presents a novel power control algorithm tailored speci�cally for uplink channels within a 5G

vehicular network featuring small cells operating over mm-wave bands. The algorithm’s primary objective

is to minimize the discrepancy between achieved capacity and desired capacity while adhering to prescribed

QoS requirements, achieved through individual user power level consideration and overall power consumption

minimization. Additionally, the chapter introduces a Deep Neural Network (DNN) with a unique discrete

state space and action space embedded within the RRC function of gNodeB’s central units, enabling cen-

tralized decision-making for users and reducing downlink power control command tra�c. Furthermore, a

Proximal Policy Optimization (PPO) algorithm, integrating a novel actor-critic architecture, is proposed to

train the DNN model, ensuring adaptability to changing vehicular environments while mitigating divergence

risks without the need for extensive storage space. The chapter also details the design of an innovative re-

ward function aimed at facilitating the PPO algorithm in meeting optimization objectives e�ectively, o�ering

adaptability to incorporate various parameters pertinent to power control optimization. Extensive numeri-

cal simulations are conducted to compare the proposed model’s performance against multiple power control

models, demonstrating its superiority in achieving desired objectives and outperforming existing approaches.

In the proposed power control system, the trained DNN model operates within the real-time pipeline

(decision-making processes) as shown in Figure 1.1, actively making decisions for users at each time step.

Concurrently, in a separate and independent thread, the PPO algorithm utilizes recent observations to
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Figure 1.1: Abstract of control plane pipeline of one gNodeB demonstrating the inter-connection of the
proposed functions and algorithms.

iteratively update and adapt the DNN model weights to re
ect environmental changes based on recent

interactions. Notably, the proposed model structure o�ers 
exibility for additional features to be incorporated

into the input state vector, enhancing decision-making capabilities. Moreover, with minor adjustments and

separate training, the model can be extended to address downlink channel dynamics e�ectively, showcasing

its versatility and applicability across various network scenarios.

Figure 1.1 presents an abstract of the control plane data 
ow in a single gNodeB. It illustrates the

inter-connection of the proposed systems within this dissertation to cater to user needs. Notably, the �gure

excludes other 5G network processes and functions in gNB-DU and gNB-CU to maintain simplicity and

clarity.

Cellular users’ measurement reports, depicted on the right-hand side of the graph in orange, serve as

inputs for all functions to inform their decisions. The output data pipeline, highlighted in red, originating

from the MMF function (for channel allocations) and the DNN model (for transmission power levels), is

disseminated to other network functions and/or users through control plane commands for use in subsequent

time-step. Concurrently, in the background processes section, the k-means and PPO algorithms utilize ob-

served interactions with the environment to iteratively update VT metric values and DNN model parameters,
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as depicted by the pink lines.

1.5 Thesis Organization

The organization of this thesis is structured to comprehensively address the challenges and objectives outlined

in the introduction. In Chapter 2, the focus is on the proposed distance metric and its integration with the

K-Means clustering algorithm. This investigation facilitates the e�ective separation of high-speed and low-

speed users within the network environment, laying a solid foundation for subsequent analyses. Building

upon this framework, Chapter 3 delves into a multifaceted approach to mobility management, channel

allocation, and cell reselection procedures speci�cally tailored to high-speed users. Additionally, this chapter

introduces pivotal metrics such as Distance-Threshold and Velocity-Threshold, alongside related empirical

studies aimed at re�ning network performance and e�ciency.

In Chapter 4, attention is towards the development and elucidation of a novel power allocation algorithm.

This chapter unveils the proposed system architecture leveraging DNN, PPO algorithm, and modi�ed actor-

critic architecture. Furthermore, it examines the intricacies of the 3GPP-based power control mechanism,

o�ering insights into optimizing resource allocation and management strategies within the network infras-

tructure. Finally, Chapter 5 encapsulates the thesis with a conclusive summary of �ndings, highlighting key

insights and implications drawn from the research. Moreover, this chapter o�ers valuable suggestions for

future research directions, ensuring the continuity of exploration and innovation in the �eld of high-speed

vehicular communication within the 5G network landscape.
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Chapter 2

Distance Metric and Clustering

2.1 Introduction

Clustering is an algorithm in unsupervised learning to classify data points into multiple groups based on

points’ similarity. There are several clustering algorithms such as K-means [23], K-medians [24], Mean-shift

clustering [25], Density-Based Spatial Clustering of Applications with Noise (DBSCAN) [26]. K-means is

the most widely used algorithm for clustering.

K-means algorithm is used to classify points of a dataset into K sub-groups, based on their similarities,

in an iterative approach. The K-means algorithm’s clustering results depends on two factors, the initial

centroid points and distance metric. The distance metric is the metric applied to measure the distance

between data points and cluster centroids [27].

The choice of distance metric depends on the application, dataset and the desired output. Datasets may

contain numerical or categorical values. For categorical data, some researchers propose distance metrics to

improve the clustering algorithm’s performance [28] and [29]. On the other hand, the Euclidean, Manhattan,

Chebychev, Canberra, Chi-Squared and some other distance metrics are used in numerical data types.

A K-means algorithm with Euclidean distance as a metric, sets the separation boundary between two

adjacent clusters, equidistant from the two centroids and form equal size clusters. The Manhattan and

Minkowski metrics, that can have equal size clustering results similar to the Euclidean distance, have been

evaluated in [27] and their performance compared with the Euclidean distance metric for the K-means

algorithm. These metrics are presented in the next section with more details.

Creating unequal size clusters has been investigated in some papers. In [30] the authors use the K-means

clustering algorithm and then by either merging or splitting the clusters, formed unequal size clusters. They
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applied their proposed clustering method in routing protocols of wireless sensor networks for Internet of

Things (IoT) applications. Unequal length clustering for improved wind power prediction is studied in [31].

The Canberra distance proposed by Lance and Williams in [32] is a common distance metric that can be

used in K-Means algorithm to form unequal size clusters. The application of Canberra distance for clustering

of di�erent databases is studied in [33].

Finding an appropriate distance metric for a K-means algorithm to properly classify a dataset is challeng-

ing. Some researchers have proposed the use of learning algorithms to �nd the metric iteratively [23], [34]-

[38]. In [34], Xing et al. propose a metric learning algorithm by learning a scaling matrix. They use a

training dataset to learn similar sample relations and then �nd the coe�cients of their scaling matrix to

re-arrange the dataset. This algorithm separates the data points and reduces the data dimensions if needed.

Nguyen and De Baets in [23] propose a distance metric learning method based on kernels in a non-linear

feature space. A learning method for semi-supervised clustering using background information under prior

knowledge is proposed by Jing et al. in [35].

Although learning algorithms may �nd a proper distance metric in some cases, they have some issues and

limitations. These algorithms need a training dataset to provide the algorithm with similar and non-similar

points. Then, they use these training data to �nd the pattern and metric. Therefore, they have a supervised

learning phase to �rst determine the metric. Providing a training dataset is not always a possible or available

option as there could be signi�cant changes in the input data characteristics. Moreover, learning imposes

more processing tasks that use up additional resources and could increase the computational burden and

time complexity.

Road users’ clustering has been investigated in some papers to improve road e�ciency, [36] and [37].

In [37], authors cluster road users based on their speeds to predict the tra�c velocity more accurately.

They use matrix factorization of the observed speed matrix for user clustering in space and time. In this

study, their dataset consists of the average velocity of 1190 road sections in Pittsburgh and 1091 segments

in Washington, D.C. in �ve-minute intervals for a month. Therefore, they only consider cars and cyclists,

not pedestrians and their average speed over a �ve-minute time span, and not individual vehicles or bicycles

separately.

In this chapter, a new distance metric is proposed to be used in the K-Means algorithm to group numerical

datasets with unequal clusters. Unlike the K-Means with the Euclidean metric which set the separate-

boundary of two adjacent clusters in the middle point of the imaginary direct line between their cluster

centroids, the K-Means with the proposed new metric sets the decision boundary towards the centroid closer

to the origin. In all the K-Means algorithms in this chapter, the centroid of each cluster is calculated using

the arithmetic means of the assigned data points in that cluster. Compared to the Canberra metric, the
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proposed metric is computationally more intensive because it has an extra square root in the denominator.

In terms of cluster sizes, the proposed metric’s cluster areas get wider as the centroids get further away from

the origin compared with the Euclidean metric while it is smaller than the Canberra metric. An exhaustive

search is employed to demonstrate the validity of the proposed distance metric. This metric can be used in

autonomous vehicles’ wireless communication to distinguish low-velocity pedestrians from fast-speed vehicles.

The main contributions of this chapter are as follows:

� Proposal of a new distance metric that can be used in the K-Means clustering algorithm in applications

such as wireless networks and vehicular communications.

� Distance criterion has been investigated for the proposed distance metric and proved as a valid metric.

� The performance of the proposed metric is investigated and compared with similar metrics using

generated datasets and a model-based dataset through simulation.

� Investigation of three di�erent evaluation measures for selecting the appropriate number of clusters.

� Investigation of the Canberra, Clark, and Chi-Squared metrics issues with opposite sign values.

The rest of this chapter is organized as follows. Section 2.2 presents the preliminary information about

the K-Means algorithm and di�erent distance metrics used in this chapter. It also provides the basics of

the three evaluation measures including the Compactness, SSE, and the Silhouette criterion. In Section 2.3,

the proposed distance metric is presented and an investigation of the distance metric criterion is provided.

Simulation results to compare the performance of the proposed metrics and the Euclidean, Canberra, Man-

hattan, Chi-squared, and Clark metrics are provided in Section 2.4. Finally, the last section provides the

conclusion of the chapter.

Notations

X = fx1; x2; :::; xIg denotes a data set of size I where each component is of dimension N , that is, xi =

fxi1 ; xi2 ; :::; xiN g. Also, let C = f�1; �2; :::; �Kg denote a set of K cluster centroid positions where each

centroid component value is of dimension N , that is, �i = f�i1 ; �i2 ; :::; �iN g. Ck is the kth cluster with Ik

data points in it which is a subset of C.

2.2 Preliminaries

Clustering and classi�cation are both algorithms for grouping similar points or objects. However, Classi�-

cation is a supervised learning algorithm while clustering is an unsupervised learning algorithm. Clustering
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algorithms are divided into �ve major groups named partitioning-based, hierarchical-based, density-based,

grid-based, and model-based methods [45]. K-Means, K-Medoids, K-Modes, PAM, CLARANS, CLARA,

FCM, and CluStream are the main partitioning-based algorithms.

2.2.1 K-Means

: K-Means algorithm is a method for partitioning unlabelled data points into K groups called clusters. This

algorithm consists of �ve steps that recursively searches for the local optimum point for cluster centres also

known as centroids as listed below.

1. Select number of clusters K

2. Initialize centroids

3. Distance calculation

4. Point assignment

5. Update centroid location

The number of clusters in some applications is predetermined and the �rst step is already solved. However,

in many other applications, it is not �xed and a range of numbers is acceptable for K. In these cases, using

the clustering evaluation metrics helps to �nd an e�cient K based on the conditions that are explained in

the rest of this section.

After selecting the number of clusters, K centroids are picked. There are multiple methods to select the

start points of centroids. These methods include randomly selecting K points in an N dimensional space,

randomly selecting K data points from an input data set, or picking the K most likely points for centroids

and letting the algorithm adjust them. The latter method applies in cases where there is knowledge about

the most expected starting point for centroids. To avoid eliminating a cluster, these K points should not be

equal to each other at the initialization step. Since K-means is a non-convex algorithm, it does not always

guarantee the optimal clusters. Therefore, it is recommended to initialize the centroid points randomly,

multiple times and run the algorithm and then, select the best run according to the evaluation metrics.

The K-Means algorithm uses a distance metric to calculate the distance between each of the I input data

points and each of the K centroids and assign the ith point (xi) to the centroid with minimum distance.

The distance metric, in the majority of the application, is the Euclidean distance and works �ne. However,

in some applications, it is required to use a distance metric that enhances the K-Means performance. The

�ve distance metrics that are used in this chapter, are described in this section.
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After distance calculation between each data point and all the centroids, the algorithm assigns each point

to a cluster with the minimum distance to its centroid. Hence, the selection of a proper distance metric

plays an important role in distance values, assignment of the points to each cluster, and the overall size of

each cluster.

The last step is updating the cluster centroids according to the assigned data points in step four. In

this step, the arithmetic mean of the assigned points is calculated and set as the updated centroid location.

If there is insigni�cant di�erence between all the centroids’ previous and new locations, the algorithm has

reached a stable condition. However, if there is a signi�cant di�erence between the last and updated location

of each centroid, the algorithm goes to step 3 and repeats the process. So, the K-Means is a recursive

algorithm that repeats the last three steps till it converges to a stable condition.

2.2.2 Distance Metrics

The most suitable distance metrics to compare its performance with are the Euclidean, Manhattan, Canberra,

Chi-Squared, and Clark distances.

Euclidean:

The Euclidean distance, also known as the Pythagorean distance, is a special case of the Minkowski distance

with an order of two (p = 2). The Euclidean distance between two N dimensional points (x and y) is the

square root of the sum of squared errors in each dimension as presented in (2.1).

d(xi; xj) =

vuut
NX

n=1

(xin � xjn)2 (2.1)

Manhattan:

The Manhattan distance given in (2.2), is the sum of absolute errors over all dimensions. It is known by

many other names such as taxicab, city block, or L1 distance.

d(xi; xj) =
NX

n=1

jxin � xjn j (2.2)

Canberra:

This distance was �rst developed and modi�ed by Lance and Williams in 1966 and 1967 respectively without

the absolute values in the denominator. The current Canberra formula with absolute values in the denomi-

nator was also presented in their 1967 paper and called it Adkins. However, in the literature, the Canberra
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distance is de�ned as follows.

d(xi; xj) =
NX

n=1

jxin � xjn j
jxin j+ jxjn j

(2.3)

The Canberra distance has a problem with opposite sign numbers along an axis (e.g., xn = jxnj, yn = �jynj)

and the distance is always 1 over that dimension regardless of their absolute values. Therefore, in an N

dimensional space, for any two points in opposite quarters with respect to the origin, the distance is N . It

also happens for a distance of any point to the origin.

Chi-Squared:

The Chi-Squared distance or squared chi-Squared distance is a distance metric that can form unequal size

clusters [39]. In this metric, the denominator slows down the increase in the distance when the absolute

values of x and y increase, which results in uneven clustering when used in the K-Means algorithm. This

distance is de�ned as:

d(xi; yj) =
NX

n=1

(xin � yjn)2

xin + yjn
(2.4)

The Chi-squared distance has an issue with two symmetric points with respect to the origin and the

distance go towards in�nity in these cases (x = �y + �). As a result, the triangle inequality of a valid

distance is not satis�ed for opposite signed values. Also, without an absolute value in the denominator, it

violates the non-negative distance condition of a valid distance.

Clark:

The Clark distance or the coe�cient of divergence is the square root of the sum of separate squared terms

in Canberra distance. In other words, it is the square root of the sum of squared normalized errors over all

dimensions as illustrated in (2.5) according to [39].

d(xi; xj) =

vuut
NX

n=1

(
xin � xjn
jxin j+ jxjn j

)2 (2.5)

Since each term of the Clark distance is the square of the equivalent term of the Canberra distance, it has

the same issues as the Canberra distance.

2.2.3 Evaluation Measures

In clustering algorithms such as the K-Means, mostly the centroids are initialized randomly and on each

run, the clustering can end up with a di�erent local optimum. To compare the performance of an algorithm
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in various initialization or to compare multiple algorithms’ pro�ciency, evaluation measures are used. Com-

pactness, Sum of Squared Errors (SSE), and Silhouette are the internal measures methods that are used in

this chapter to evaluate the results.

In many applications and datasets, the best choice of the number of clusters is not easy to guess. Local

maximum, local minimum, and the elbow method are the rules to select the number of clusters but each

of them works for a set of evaluation measures. The elbow method is used with the compactness and the

SSE measures while the local maximum is used for the Silhouette to �nd the proper number of clusters. In

this chapter, the elbow method and local maximum are employed to investigate the appropriate number of

clusters for the dataset under study.

Compactness:

Compactness or cluster cohesion de�ned in (2.6), is a measure that relies only on input variables without

labels.

CMP =
1
K

KX

k=1

IkX

i=1
xi2Ck

d(xi; �k)
Ik

(2.6)

In (2.6), �k is the centroid location of the kth cluster (Ck) and Ik is the number of points in Ck. The

ultimate goal of the clustering algorithm is to minimize the compactness value by selecting the best location

for the centroids.

Sum of Squared Errors (SSE):

SSE is another evaluation measure that is similar to the compactness but instead of the averages, it adds

up the squared distances. It is important to ensure fairness among K-Means implementations using various

distance metrics by consistently applying the same distance metric to measure errors.

SSE =
KX

k=1

IkX

i=1
xi2Ck

d2(xi; �k) (2.7)

Similar to the compactness measure, in the clustering algorithm that uses the SSE measure, the target is

the minimum value of SSE by selecting the optimal centroid locations.

Silhouette:

Silhouette is a measure used to evaluate the integrity and quality of the clusters. The Silhouette equations

are summarized in (2.8)-(2.11).
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SIL = mean(SIL(xi)) i = 1; 2; :::; I (2.8)

SIL(xi) =
b(xi)� a(xi)

max fa(xi); b(xi)g
(2.9)

a(xi) =
PIk
j=1;j 6=i d(xi; xj)

Ik � 1
(2.10)

b(xi) = min
1�k0�K;k0 6=k

f
PIk0
j=1;j 6=i d(xi; xj)

Ik0
g (2.11)

In (2.8), I =
P
k Ik is the total number data points in the dataset and Ik in (2.10), is the number of points

in kth cluster that xi exists. Also, Ik0 is the number of data points in k0-th cluster to which xi is not assigned.

According to (2.9), the Silhouette-measure calculates I values. Comparing two clustering algorithms using

the Silhouette measure becomes challenging when each algorithm produces multiple Silhouette scores. In

this chapter to have a single value for silhouette measure to compare the di�erent distance metrics, the

average of silhouette values of all the points is used according to (2.8).

2.3 Proposed Distance Metric

The proposed distance metric is the sum of absolute values of the di�erence between two points divided

by the square root of the summation of their absolute values in each dimension as shown in (2.12). This

metric is obtained by adding a square root in the denominator of each term in the Canberra distance, which

solves the issue of the Canberra distance as explained before. Moreover, the proposed distance metric does

not have the issues of the Clark and Chi-Squared distances as explained above. The addition of the square

root also decelerates the increase of the denominator while the numerator has not changed. Therefore, the

distance in the proposed distance metric is bigger than the Canberra when the absolute value of the sum of

points is larger than one (jxin j+ j�kn j � 1). As a result, clusters’ region of the K-Means with the proposed

distance metric are wider than clusters with the Canberra distance for clusters close to the origin.

d (xi; �k) =
NX

n=1

jxin � �kn jp
jxin j+ j�kn j

(2.12)

In the proposed distance metric in (2.12), d (xi; �k) is the distance between two N -dimensional data point

of xi and �k. In (2.12), the �k can be the representation of the k-th cluster’s centroid and xi can be the

i� th data point, where xin is the value of data point xi over the n-th dimension and similarly for �kn . By
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simplifying the N-dimensional metric in (2.12), the proposed metric for one dimension is shown in (2.13).

d(xi; xj) =
jxi � xj jp
jxij+ jxj j

8 xi; xj 6= 0 (2.13)

Theorem 1: Equation (2.13) is a distance metric if on a given set S, a function d, maps S � S ! R,

where R denotes the set of real numbers. Also, d must satisfy the following conditions [39]:

� d (xi; xj) � 0

� d (xi; xj) = 0 if and only if xi = xj

� Symmetric: d (xi; xj) = d (xj ; xi)

� Triangle inequality: d (xi; xl) � d (xi; xj) + d (xj ; xl)

In this chapter, the variables xi and xj are considered to be real numbers (one-dimensional data points).

However, both of them cannot be zero at the same time fxi; xj 2 S = Rjxi; xj 6= 0g. In the subsequent

sections, since our focus primarily revolves around one-dimensional data points, we simplify notation by

utilizing x, y, and z in place of xi, xj , and xl, respectively.

The mapping space from S to real numbers and proofs for the �rst three conditions of the proposed

distance metric are provided in Appendix A. Validity of the triangle inequality for the proposed metric is

investigated below using a Brute-force algorithm.

Triangle inequality: To prove the triangle inequality, it is necessary to demonstrate the validity of

the inequality d(x; z) � d(x; y) + d(y; z). However, the square root in this distance metric, makes direct

mathematical solution tremendously di�cult. Hence, an exhaustive search approach is employed to validate

the triangle inequality through simulations.

Initially, the computation of d(x; y) is performed for all queried values of x and y. The distance between

two corresponding values of x and y on x-axis and y-axis is depicted along z-axis in Figure 2.1. As expected,

this distance metric demonstrates symmetry with respect to the x = y line, con�rming the third condition

outlined in Theorem 1, as demonstrated in Lemma 4 of Appendix A. The distance values are always greater

or equal to zero as in the �rst condition of Theorem 1 and in accordance with Lemma 2 of Appendix A. The

most important feature is its behaviour with increasing x and y. The growth rate of this distance decreases

with increasing x and y. Accordingly, the edge of the plane bends downwards on the far right and far left of

Figure 2.1 which means less distance for larger numbers compared to the Euclidean distance.

This characteristic can be used to con�ne the cluster size for clusters closer to the origin. To clarify this

feature, consider a point with equal Euclidean-distance from two centroids where one centroid is closer to
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Figure 2.1: Distance between x and y according to the proposed Distance Metric.

the origin and the other one is further away. With the Euclidean distance metric, this data point can be

assigned to each of these two clusters. While, with the proposed distance metric in (2.12), for a centroid

closer to the origin, the denominator is smaller as the value of �kn is smaller. Hence, the distance between

the data point and the cluster closer to the origin is bigger than the other cluster, so the data point will

be assigned to the cluster further away from the origin. Therefore, the cluster away from the origin covers

wider area than the closer one.

d (x; y) + d (y; z)� d (x; z) (2.14)

To visualize and investigate the triangle inequality across a range of values in one-dimensional space, a

4-dimensional (4D) graph is employed, as illustrated in Figure 2.2. In Figure 2.2, the di�erence between

the sum of two arbitrary sides of an x-y-z triangle and the third side according to the (2.14), based on the

triangle inequality, is illustrated for one million random points of x, y, and z. Without loss of generality, each

of x, y, and z points are randomly selected in a range of �1000 to 1000 (x; y; z 2 [�1000; 1000]). This range

can be generalized to any arbitrary ranges without negatively impacting the validity of triangle inequality

as proved in Appendix B. Figure 2.2 also shows the values of (2.14) in color where the darker color indicates

smaller values. As the colorbar on the right side of Figure 2.2 shows, there is no single point with a negative

di�erence in (2.14). This means that the triangle inequality is always valid for the proposed metric.
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Figure 2.2: 4D plot of triangle inequality for the proposed metric with three one-dimensional points x, y,
and z. The color shows the value of d(x; y) + d(y; z)� d(x; z).

To further investigate the validity of the triangle inequality of the proposed distance metric, the focus

is only on areas in Figure 2.2 that have very small values. Using the same concept as in Figure 2.2, a 4D

plot is generated where the values of (2.14) are constrained to an upper limit of 0.1. This time, to increase

the sample space, �ve million random points were generated and only displayed results that are less than

0:1 (close to zero) and the result shown in Figure 2.3. Based on the proposed distance metric in (2.12) and

Figure 2.3, near zero values of (2.14) are around two hyperplanes and small areas around their intersection.

These two hyperplanes are x = y and y = z.

Algorithm 1 is applied to a broader range of numbers in the low di�erence areas depicted in Figure 2.3.

This algorithm helps to further investigate the validity of the triangle inequality for the proposed metric.

To avoid unnecessary searches and increase the accuracy, this algorithm only focuses on near zero areas

described above and visually investigated in Figure 2.3 with higher resolution.

In Algorithm 1, in the main for-loop, one billion data points, uniformly distributed, are generated for x.

Then, y and z random values based on x around one of the two planes of x = y and y = z are generated. This

algorithm also covers the areas around the intersection of these two planes that could have small distance

di�erences. Finally, this algorithm checks the triangle inequality for each set of points. If a set (x; y; z) of

points exists that does not satisfy the triangle inequality, the algorithm prints an error message and breaks

the loop. Implementation of Algorithm 1 using Python programming language proved the triangle inequality
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Figure 2.3: 4D plot of triangle sides di�erence for three one-dimensional points provided it is less than 0.1.

Algorithm 1 Triangle inequality test algorithm
1: for i in 1 to 1e9 do
2: x rand(�1e8; 1e8)
3: if randn() > 0 then
4: y  randn()� x� 0:01 + x
5: z  rand(�1e8; 1e8)
6: else
7: y  rand(�1e8; 1e8)
8: z  randn()� y � 0:01 + y
9: end if

10: if d(x; y) + d(y; z) � d(x; z) then
11: Continue
12: else
13: print("Error")
14: break
15: end if
16: end for
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for the proposed distance metric with no error returned.

Since the proposed metric satis�es the distance criteria presented in Theorem 1, using this metric in

K-Means algorithm with deterministic point assignment guarantees the convergence of the algorithm.

2.4 Simulation Results for Clustering

In this section, the clustering results of the K-means algorithm using the proposed metric are compared

with those obtained using other metrics, such as Euclidean, Manhattan, Canberra, Chi-Squared, and Clark

metrics, on various datasets representing the road users of a cellular network. In addition, the evaluation of

clustering validity employs three di�erent internal clustering evaluation measures across all distance metrics.

These evaluation measures are Compactness, Sum of squared error, and Silhouette as explained in Section

2.2.

Since these metrics’ performance on clustering a dataset are tightly similar to each other, using a real

dataset can not reveal and illustrate the di�erences very well. Moreover, to the best of current knowledge, no

dataset within the targeted application encompasses all pedestrians, bicycles, and cars of varying velocities

on a road, and it is not feasible for the authors to compile such a dataset. Therefore, it is assumed that

speeds of cars, cyclists, and pedestrians can all be modeled as uniformly distributed random numbers. Then

a dataset with 10; 000 data points were generated that are uniformly distributed in a range of [�100; 100]

to represent road users’ speeds (in Km/h) on a two-way road in a very busy condition. The positive range

represents one direction of movement (e.g., from left to right) and the negative range represents the opposite

direction (e.g., from right to left). The 10; 000 points are generated to span, without gaps, the entire range

[�100; 100]. It is di�cult to �nd a road that has large number of cars with speeds up to 100 Km/h, cyclists

with a wide range of speeds, and a big group of people moving at various speeds in both directions of the

road while the entire dataset follow the uniform distribution. However, such a scenario will be utilized to

test how the various metrics can cluster these speeds.

One objective is to cluster into three groups (K = 3) with lower speed users, such as pedestrians, low

speed cyclists, and stationary/slow cars, in any direction into one cluster while higher speed users, such as

fast driving cars and cyclists, in opposite directions are clustered into two separate clusters. The second

objective is to cluster into four groups (K = 4) where slow moving users such as pedestrians, stationary/slow

cars, and slow cyclists in opposite directions are clustered into two separate clusters while fast moving objects,

including cars and cyclist, in opposite directions are clustered into two separate clusters.

Figures 2.4 and 2.5 illustrate clustering results of the K-means algorithm using six di�erent distance

metrics that cluster the dataset into three and four clusters respectively. The clusters are represented by the

23



colors red, green, blue, and cyan. In Figure 2.4, blue represents the cluster of points representing high-speed

users in one direction while red represents the cluster of points for high-speed users in the opposite direction.

Green represents the cluster of points for slow moving objects. The centroid of each cluster is indicated

with a black vertical mark in the middle of each cluster. In Figure 2.5, cyan represents the cluster of points

representing high speed users in one direction while red represents the cluster of points for high speed users

in the opposite direction. Blue represents the cluster of points for slow moving objects in one direction while

green represents slow moving objects in the opposite direction.

For the 3-cluster case in Figure 2.4, the proposed distance (Figure 2.4-a), the Euclidean distance (Figure

2.4-b) and the Manhattan distance (Figure 2.4-d) produce the desired clusters, i.e., a cluster for both direction

of slow moving objects (the green cluster) and two clusters for high speed users in each direction (the red

and blue clusters). The Canberra (Figure 2.4-c), the Chi-Square (Figure 2.4-e) and the Clark (Figure 2.4-f)

metrics combine both slow moving and fast moving cars, in the positive direction, into one cluster (the

blue), which is not as explained above. On the opposite side, the red clusters of these three metrics, cover

high speed cars as is desired while the green clusters are not acceptable because they only cover part of

slow-moving users.

Figure 2.5 shows the clustering results for the 4-cluster case, as an only simulation with an even number

of clusters in this chapter, to have a reference for all six metrics’ performances for even number of clusters.

In this �gure, all the metrics produce two clusters in positive values of X and two clusters for negative values

of X as desired. The Canberra and Clark distances in Figures 2.5-c and 2.5-f respectively, have the smallest

clusters around the origin for low speed users (the green and blue clusters). Whereas, the Euclidean and

Manhattan distances (Figures 2.5-b and 2.5-d) have largest clusters in the middle. The proposed and the

Chi-Squared distances’ clusters for low speed users (in Figures 2.5-a and 2.5-e) are smaller than the Euclidean

and Manhattan distances and larger then the Canberra and Clark distances. However, to separate slow-

moving road users such as pedestrians from fast-moving objects like cars, an even number of clusters is not

desirable, as all pedestrians need to be grouped together. A pedestrian can stop or change direction at any

moment and it is better to just put them all in one group.

The cluster widths for all metrics are, however, di�erent in Figures 2.4 and 2.5. The proposed distance,

Euclidean, and Manhattan metrics are only metrics that have desired results in both cases of an even and

odd number of clusters. The proposed metric produces smaller cluster around zero compared with the other

two metrics, which works well for applications such as separating low speed users from high speed users. The

Euclidean and the Manhattan metrics produce wider clusters. The Canberra and the Clark metrics’ clusters

are shifted considerably to one side with respect to the origin (for odd number of clusters like in Figure 2.4)

because of these metrics’ issue along any dimension in cases of either two points with opposite signs or one
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Figure 2.4: One-dimensional data clustering using K-Means algorithm for three clusters.

Figure 2.5: One-dimensional data clustering using K-Means algorithm for four clusters.

point equal to zero and another point taking on any other value. The problem with the Chi-Squared metric

in Figure 2.4-e, is also with negative numbers, which for two points that have very close absolute values

but di�erent signs (x = �y + �), the distance tends towards in�nity and results improper clustering. The

Chi-Squared metric has another problem with negative numbers that can results in negative distances, which

happens if the denominator is less than zero. In the simulations presented in this chapter, the Chi-Squared

metric was modi�ed by incorporating the absolute value in the denominator.

To facilitate a comprehensive comparison of the clustering results obtained using the K-Means algorithm

with the proposed distance metric and �ve alternative distance metrics, a dataset is generated. This dataset

is constructed based on real models of road user velocities documented in the literature. This dataset

represent a short section of a road with 500 cellular users in total which include pedestrians, cyclists, and

cars. Based on [40], human walking speed on a sidewalk follows the normal distribution with mean values

of 4.5 and 4.9 Km/h and standard deviations of 1.5 and 0.75 Km/h in two di�erent sidewalks with di�erent
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Figure 2.6: K-Means clustering of six metrics for three clusters.

Figure 2.7: K-Means clustering of six metrics for �ve clusters.
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conditions. Consequently, three groups of pedestrians are generated with normal distribution (representing

users not walking dedicatedly in a speci�c direction) with mean velocities of 0.0, 4.5, and -4.9 Km/h and

standard deviations of 1.5, 0.75, and 0.68 Km/h, respectively. Two of these three groups are for pedestrians

walking in each direction of the road on sidewalks and the third group is for people that are standing still or

shopping. For cyclists, models proposed in [41]- [43] are utilized. Two groups of data points are generated for

each direction of the road, with normal distribution and mean values of 19.3 and -19.8 Km/h, and standard

deviations of 3.16 and 2.45 Km/h respectively. Based on the model proposed in [44], cars velocity also

follows normal distribution. For cars, two groups of data points are generated with a normal distribution,

having mean values of 50 and -55 Km/h respectively, and a standard deviation of 5 Km/h. Therefore, the

dataset is created by merging the above mentioned seven groups of data points together where each group

has one-seventh portion of the total 500 users (almost 71 users in each group).

The objective is to separate and group users on the road into three and �ve clusters. For three clusters

(K = 3), the objective is to group fast-moving users (cars and cyclists) in opposite directions into two

separate clusters while slow-moving users (pedestrians) in either direction are combined into one cluster. For

�ve clusters (K = 5), the objective is to group cars in opposite directions into two separate clusters, cyclists

in opposite directions into two separate clusters, and pedestrians in any direction into one cluster. This

ideal clustering (the benchmark) is illustrated in Figure 2.6-g and Figure 2.7-g for three and �ve clusters,

respectively. It was noticed that there are gaps between clusters in the generated dataset and accordingly

in the ideal results of the benchmark. This is a result of the relatively small number of data points in

the generated dataset (500 users in total, that is, about 71 in each group) that does not cover all speeds.

However, a considerably large number of data points would lead to the �lling of gaps between clusters.

The clustering results for the model-based dataset are shown in Figure 2.6 for three clusters and in

Figure 2.7 for �ve clusters. In these simulations, centroids are randomly initialized 50 times, and the best

initialization is selected based on the compactness evaluation measure. The K-Means clustering results with

the proposed distance metric in Figures 2.6-a and the chi-squared metric in Figure 2.6-e are accurate results

and are the closest to the ideal results. The Euclidean-based and Manhattan-based clustering, shown in

Figure 2.6-b and 2.6-d, combine the cyclists and pedestrians into one cluster and cars in opposite directions

into two separate clusters, which is not the goal. Also, these two metrics group part of the cyclists with

the cars in the positive direction (the small blue section attached to the right of the green group in Figures

2.6-b and 2.6-d) that is not desirable and makes problems. The clustering results for the Canberra and Clark

distances in Figure 2.6-c and 2.6-f are also not desirable because of the misclustered points around the origin.

In Figure 2.7 the clustering results for �ve clusters (K=5) is presented and the clustering results of the

proposed distance, Euclidean, and Manhattan metrics are the closest to the ideal results. All three distance
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Figure 2.8: Clustering evaluation using Compactness method for K-Means with six di�erent metrics.

metrics provide the desired clusters. The Canberra and the Clark distance metrics have similar clustering

results. They both provide incorrect clustering results for cyclists (shown in red) and pedestrians (shown in

green) in the negative direction. The clustering result of the Chi-Squared distance is also incorrect for low

speed users and it is not desirable. The above simulation results and analyses con�rm that the proposed

distance metric can improve the K-Means clustering performance in applications with unequal cluster sizes

like the road users’ example.

In Section 2.2, the basics of evaluation measure and their equations along with their applications were

explained. Figures 2.8-2.10 utilize these measures to investigate the appropriate number of clusters for each

of the six K-Means algorithms. In these �gures, the horizontal axis shows the number of clusters K and

the vertical axis is the evaluation measure value. It is noteworthy that the distance metric employed for

clustering is also utilized for calculation of the evaluation measures in these �gures, rendering the range of

values on the vertical axis of the sub-�gures incomparable. Hence, the emphasis in these �gures should be

on discerning the general shape of the graphs and examining the elbow point (in Figures 2.8 and 2.9) or
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Figure 2.9: Clustering evaluation using SSE method for K-Means with six di�erent metrics.
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Figure 2.10: Clustering evaluation using Silhouette method for K-Means with six di�erent metrics.
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local maximum (in Figure 2.10) and matching with the number of clusters in horizontal axis. To generate

these �gures, 10,000 data points were simulated according to the models used in Figures 2.6 and 2.7. The

number of initializations varies between 100 and 400 times, linearly changing for di�erent values of K (from

100 initializations for two clusters to 400 initializations for ten clusters). Additionally, the evaluation value

is averaged over the top six percent of results for each cluster count.

Figure 2.8 shows the compactness evaluation measure values for K-Means clustering with six di�erent

distance metrics including the proposed metric for a range of K from 2 to 10 clusters. By employing the

elbow method, the appropriate number of clusters can be selected for each clustering algorithm depicted in

Figure 2.8. In these �gures, it is hard to �nd the elbow point because the input data points are close to each

other and it is di�cult to con�dently select one value for the number of clusters K. However, these �gures

are still useful to have an idea about the proper value for K in each the clustering algorithms.

In Figure 2.8-a which is the evaluation result of the K-Means with the proposed metric, �ve clusters can

be considered as the elbow point which satis�es the requirement of an odd number of clusters. In K-Means

with the Euclidean and Manhattan distances in Figures 2.8-b and 2.8-d, three clusters is a choice based on

the graph but it still has a high evaluation measure value with respect to the subsequent number of clusters.

For the Canberra, Chi-Squared, and Clark distances in Figures 2.8-c, 2.8-e, and 2.8-f, four and six clusters

are the two elbow points. As was expected, their measures for an odd number of clusters are relatively high

and these two metrics are not appropriate for these conditions.

Figure 2.9 shows the clustering evaluation results using the SSE for the six K-Means algorithms in a

range of two to ten clusters. Using the SSE measure, the results are slightly di�erent from the compactness

method. For clustering with the proposed distance in Figure 2.9-a, the elbow point could be either three

or six but also four and �ve also could be other good choices as the graph is almost linear between three

and six. For the chi-squared in Figure 2.9-e the elbow point is three. The elbow for the Euclidean and the

Manhattan distances is four in Figures 2.9-b and 2.9-d, whereas for the Canberra and the Clark distances it

could be considered as six in Figures 2.9-c and 2.9-f.

Figure 2.10 illustrates the Silhouette measure results for the K-Means algorithms in a wide range of

clusters from two up to ten clusters. As explained above, for the Silhouette measure, the maximum point

in the graph shows the proper number of clusters for that dataset. The maximum point in Figure 2.10-a

occurs at three clusters and it shows that the Silhouette measure is a proper measure for cases where a low

number of clusters are needed. In Figures 2.10-b and 2.10-d for K-Means with the Euclidean and Manhattan

distances the maximum happens at both three and seven clusters. The proper number of clusters based on

the Silhouette measure for the Canberra and Clark-based clustering is four and for the K-Means with the

Chi-squared distance it has a few local maxima but no global maximum.
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Figure 2.11: Two-dimensional data clustering benchmarks for �ve and six clusters.

Figure 2.12: Two-dimensional data clustering using K-Means algorithm for �ve clusters.
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Figure 2.13: Two-dimensional data clustering using K-Means algorithm for six clusters.
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To evaluate the clustering performance of the proposed metric in a multidimensional dataset and compare

the results with �ve other metrics, two two-dimensional datasets are generated. The �rst dataset comprises

10,000 data points divided into �ve equal-sized groups (2000 points in each). One group is centered on the

origin, while the other four are positioned nearly 50 units away from the origin along the X- and Y-axes (the

blue group deviates by �ve units from the Y-axis) in both positive and negative directions. For the second

dataset, an additional 10,000 data points were generated, organized into six groups with an equal distribution

of points in each group. Speci�cally, two of these groups are positioned adjacent to the X-axis, maintaining

a distance of only 10 units from the origin. The other four groups, similar to the �rst two-dimensional

dataset, are along the X- and Y-axis with distances of 50 units away from the origin. Each of these groups

is generated by two independent normal distributions for each dimension and put together to form a two-

dimensional space. The standard deviations are 3 and 8 units for the middle and edge groups, respectively.

These dimensions (X and Y axis) could represent the velocities and scaled accelerations of wireless users in

the considered application in connected autonomous industry. The benchmark for two-dimensional dataset

with �ve clusters is to have one small cluster around the origin and four other larger cluster around the

middle cluster as shown in Figure 2.11-a. For the six-cluster dataset, the goal is to have two small clusters

close to the origin with center points in (�10; 0) and (10; 0) and four larger clusters around them, similar to

the benchmark diagram in Figure 2.11-b. The benchmarks in Figure 2.11 are generated based on the current

datasets but if the the dataset generator is run for a signi�cantly large number of times, it will �ll the gaps

between each two groups.

The clustering results of the two-dimensional datasets for �ve and six clusters are shown in Figures 2.12

and 2.13 respectively. In these �gures di�erent colors represent di�erent clusters. For �ve clusters, the

K-Means with the proposed distance metric in Figure 2.12-a clusters exactly according to the benchmark.

The clustering results of the Euclidean distance in Figures 2.12-b and the Manhattan distance in 2.12-d

have slightly di�erent clustering results compared with the benchmark as there are some red marks close to

the side clusters. The Canberra, Chi-Squared and Clark distances in Figures 2.12-c, 2.12-e and 2.12-f have

problems for clustering around the origin and along the axis as described before. As a result, the middle

group of the data points are clustered in di�erent clusters and have more than one color instead of only red

color which is not desirable.

The clustering results for the K-Means algorithm with di�erent distance metrics and six clusters are

shown in Figure 2.13. The proposed metric in Figure 2.13-a have the closest results to the benchmark and

only four points (three red points and one yellow point) are misclustered. The clustering result for the

K-Means with the Euclidean and Manhattan distances are shown in Figures 2.13-b and 2.13-d respectively.

Similar to the clustering results for �ve clusters, there are some red and yellow color points close to other
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clusters around the central clusters (green, cyan, and purple clusters) that are not expected according to the

benchmark in Figure 2.11-b and these two metrics have slightly lower performance compared to the proposed

metric. The Canberra, Chi-Squared, and the Clark metric in Figures 2.13-c, 2.13-e, and 2.13-f have very

di�erent results compared to the benchmark in Figure 2.11-b. The issue of Canberra and Clark distances

with two points with opposite signs caused two color results for each groups around the origin and mixed

colors on the middle clusters. The Chi-Squared distance also has a problem with two points with di�erent

signs while their absolute values are very close to each other (x = �y + �) that cause very large distances

as explained before. As a result of this problem, the clustering result of the Chi-Squared distance in Figure

2.13-e is not desirable.

Simulation results of this section show that the proposed distance metric works well in forming unequal

clusters that can be used in autonomous industry and any other industries with similar requirement. In this

section, both one-dimensional and two-dimensional datasets were utilized (four datasets in total) to compare

the clustering results of the K-Means algorithm using the proposed metric against K-Means utilizing �ve other

metrics. In these simulations, one dimension represents the road users velocities and the second dimension

is equivalent to the scaled acceleration of these users. Since the proposed metric has special application in

forming unequal clusters, it is not expected to outperform other metrics on every multi-features dataset.

However, it can be applied to higher dimensions in applications that require unequal clusters speci�cally

with both positive and negative values as some distance metrics have fundamental issues in these cases as

discussed in this chapter.

2.5 Conclusion

In this chapter, a new distance metric is presented, suitable for integration with the K-means clustering

algorithm. The proposed metric generates unequal cluster sizes with smaller clusters closer to the origin

and larger clusters for clusters’ centroids farther away from the origin compared to the Euclidean distance.

Using a mathematical prove and exhaustive search the validity of the proposed distance metric is proved. It

was shown that the Chi-Squared distances violate some distance metric criterion in case of negative values

which makes it invalid distances metric.

The K-means algorithm’s results with the proposed metric and �ve other metrics including the Euclidean,

Manhattan, Canberra, Chi-Squared, and Clark distance metrics in both one- and two-dimensional datasets

are compared. The proper number of clusters was also investigated with three evaluation measures named

Compactness, Sum of squared errors (SSE), and Silhouette measures. Simulation results show the e�ective-

ness of the proposed metric in applications with non-linear distance requirements such as clustering datasets
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with unequal size cluster in wireless and autonomous networks application.
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Chapter 3

Channel Allocation

3.1 Introduction

In the transportation industry, a general de�nition of an autonomous system is a system that can sense,

measure, plan, control, adapt to its environment, and perform a task with little or no human intervention [46].

The term autonomous has recently been used in areas such as unmanned aircraft systems, autonomous ships,

autonomous robots, autonomous drones, and Autonomous Vehicles (AVs). The concept of AV started in

the 1920s and was referred to as phantom autos, which were remote-controlled by tapping on the telegraph

key that needed someone to follow the car to control it. Over the last decade, the concept of Autonomous

Vehicles (AVs) has undergone signi�cant transformation, with current expectations centered around vehicles

capable of sensing their environment and operating autonomously, with minimal or no human intervention.

Driving is a complicated task that humans can easily cope with while for computers, it is a complicated

function and needs lots of hardware and software resources. AVs need various sensors and measuring equip-

ment such as cameras, radars, lidars, ultrasonics, sonars, localization and navigation systems, and Inertial

Navigation Systems (INS). The dynamics of the surrounding environments of an AV enforce real-time pro-

cessing of these sensors’ data. Furthermore, processing intensity depends on tra�c jams, weather conditions,

road situation, time of day, and many other parameters. Processing all these data and implementing related

algorithms need fast processors to support the peak processing time. These continuous heavy-duty process-

ing increase the hardware cost and sink valuable limited battery power in AVs. To solve this issue, AVs can

use distributed processing resources outside the vehicle. The AVs access these resources through wireless

communication links whenever available and needed.

AVs with ability to communicate with surrounding devices, vehicles, and infrastructure to gain access
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to more resources are known as Connected Autonomous Vehicles (CAV). The resources include hardware,

applications, services, and data. Communications in AVs are in two general forms Intra-Vehicle and Inter-

Vehicle communications. Intra-Vehicle communication includes any wired or wireless link between the devices

in a vehicle. This type of communication uses various technologies such as Controller Area Network (CAN),

Ethernet, Low-Voltage Di�erential Signalling (LVDS), and some others for wired links and Bluetooth, ZigBee,

Ultra-Wideband (UWB), and Wi-Fi for wireless transmissions.

Inter-Vehicle communication is an interaction between AV and other vehicles or devices via wireless

links. It uses Bluetooth and ZigBee wireless technology standards for low power communications, Wi-Fi,

and Dedicated Short-Range Communications (DSRC) for IEEE based links, WiMAX, Long Term Evolution-

Vehicle (LTE-V), and 5G (the Fifth Generation) for base station driven connections and Heterogeneous

Vehicular Network (HetVNET), Software-De�ned Networking (SDN), and Visible Light Communication

(VLC) for auxiliary transmissions [52], [54]- [56], [66], [77].

Inter-Vehicle communication includes Vehicle-to-Cloud (V2C), Vehicle-to-Grid (V2G), Vehicle-to-Pedestrian

(V2P), Vehicle-to-Vehicle (V2V), Vehicle-to-Infrastructure (V2I), and Vehicle-to-Network (V2N). In general,

Vehicle-to-Everything (V2X) communication represents all the inter-vehicle communications. The V2X com-

munication was listed in Release 14 for vehicular network by the 3rd Generation Partnership Project (3GPP).

V2X communication is the exchange of information between a vehicle and any entity connected to the vehicle.

Using V2X communication, vehicles can bene�t from distributed edge computing and storage resources, gain

access to the closest control services on the network edge, and communicate with other vehicles in the vicin-

ity. Moreover, a vehicle can gain access to several non-safety Internet services such as web browsing, video

streaming, �le downloading, high-quality map, online gaming, and other infotainment services [47]- [49].

Use cases and applications of V2X were put in four groups vehicle platooning, advanced driving, extended

sensors, and remote driving according to [50].

V2I communication is the gateway for CAVs’ access to the Internet, road side processing resources, safety

and infotainment data, and in general connect to the world beyond their immediate vicinity. One of the most

suitable and feasible technologies for these communications is the 5G network. 5G’s radio access technology

developed by the 3GPP is called 5G-NR (New Radio). 5G-NR’s design targeted to ful�ll a set of features

that are crucial for future vehicular networks including fast-moving vehicles and High-Speed Trains (HSTs)

with a speed of up to 500 km/h [51], [52]. The goals include low latency, high data rate and capacity (up

to 20 Gbps for peak data rates and 100 Mbps wherever needed), enormous number of users (up to 100x of

LTE network), ultra-high reliability (99.999% and beyond), lower energy usage, less service cost, and more

coverage in comparison with previous generations [53]- [55].

To achieve these goals, 5G will use more frequency bands, including sub-6 GHz and millimetre-Wave
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(mm-Wave) bands, compared to LTE (Long Term Evolution). Furthermore, 5G has the advantage of beam-

forming, large antenna arrays, spatial multiplexing, cell densi�cation, shared spectrum, device-centric archi-

tecture, and Device-to-Device (D2D) communications concepts [54], [55].

New technologies added to 5G include multi-user Multiple Input Multiple Output (MIMO), massive-

MIMO, smart-antenna, Non-Orthogonal Multiple Access (NOMA), full-duplex communication, 
exible and

powerful nodes at the edge, mobile edge computing, optimized content delivery, device-centric architecture,

mm-Wave, Cloud Radio Access Network (RAN), SDN, and Network Function Virtualization (NFV) [53]-

[56]. Most of these technologies are critical for CAVs to drive safely and reliably on roads. Therefore, only 5G

and following generations such as 6G (Sixth Generation) are viable wireless technologies for safe autonomous

vehicles in future [53]- [56].

5G uses advanced small-cells, moving back-haul, fast and seamless Handover (HO), and fully distributed

network to satisfy the unprecedented low latency and high data rate [57]. In addition, 5G considered some

special con�gurations for high speed scenarios to support users with speeds of up to 500 km/h as speci�ed

in [58] and [59]. 5G small cells include femtocells and picocells with cell radius down to a few meters. The

combination of a large number of users and the application of femtocells or picocells increases the number of

HOs by at least two orders of magnitude [54]. Moreover, tra�c of high-speed users such as CAVs and HSTs

through the small-cells require frequent HOs between cells every few seconds. Frequent inter-cell mobilities

and HOs, add a lot of controlling tra�c (RRC messages) to wireless control channels that not only waste

valuable wireless resources, but also increase the chance of connection loss and drop in Quality of Experience

(QoE).

The traditional channel allocation scheme was designed based on users random movement in arbitrary

directions that is suitable for pedestrian users. A pedestrian might change their path at any moment and

could walk in any direction. Moreover, human walking speed is considerably slower than a high-speed vehicle

or a train. Therefore, for a pedestrian in past generations cells (base stations) with a few kilometre coverage

area, relocating from a cell to another was taking a long time. Also, the transition time in two cells overlap

area (the region covered by two neighbour cells that helps for successful HO) was big enough for the network

to successfully establish a HO. In addition to the above points, considering the lower number of users, less

data rate demand, and less strict Quality of Service (QoS) requirements made the traditional cell-centric

channel allocation scheme a su�cient solution at the time. However, for 5G and beyond with ten times

increase in the number of users with the addition of small-cells and high-speed user, providing the promised

high data rate and QoE with the legacy radio resource management scheme could be very challenging.

The incentive of the proposed scheme is the predictable and predetermined moving path of vehicles

on a road and also vehicles homogeneous driving speed in each direction of a road, particularly in future
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autonomous vehicles. However, the awareness of intersections, U-turns, and other road variables informs the

proposed plan, which comprehensively addresses each of these factors. These two main characteristics of

high-speed road users can be used by the cellular network to have an estimate of user’s entry to a new cell

and be ready in advance for the next cell of these users. Also, their relative distance to each other permits

the use of one channel for two vehicles only a few hundred meters apart while they are located in separate

small-cells with at least one cell in between.

The key contributions of this chapter include proposal of a new Mobility Management Function (MMF)

for the 5G Radio Resource Control (RRC) and a novel channel allocation scheme for high-speed users (such

as CAVs) connected to the 5G network without any hardware or structural change in the 5G. The proposed

channel allocation is a vehicle-oriented scheme for high-speed users that can coexist with 5G’s cell-oriented

channel allocation in the same infrastructure which reduces the number of HOs for CAVs and other high

mobility cellular users. The main contribution of this chapter includes:

� A new mobility management function for 5G RRC to control the mobility of both high-speed and

low-speed users with two di�erent procedures to reduce the number of HOs in the network. The new

function separates users by only relying on their speed and comparing it with a metric.

� A novel Vehicular Frequency Reuse (VFR) scheme for V2I link between high-speed vehicles and small-

cells. The proposed VFR scheme is a user-centric channel allocation method that assigns a channel

to a high-speed vehicle from a separate list than the users in the conventional cell-centric scheme.

The assigned channel stays with the vehicle as it traverses multiple cells. The VFR scheme reduces

the number of HOs for users considerably; which improves the network performance, control plane

e�ciency and link reliability.

� A novel cell reselection procedure for high-speed users in RRC Connected state is proposed to manage

their relocation between cells. This procedure helps the network to direct the user data tra�c to the

cell that it is currently located in. This procedure is almost invisible in the user’s perspective and the

user just needs to be informed about its serving cell ID (Cell Identi�er) for following measurement

reports.

� Investigation of the frequency reuse ratio in the proposed method. The minimum distance between

two CAVs able to utilize the same channel is formulated based on the antennas deployed at each end

of the user and the network infrastructure, referred to as the Distance-Threshold.

� To reduce co-channel interference and mitigate unnecessary handovers for pedestrians and vehicles,

the separation of low-speed and high-speed users is achieved based on their reported speeds utilizing
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a proposed Velocity-Threshold (VT) metric. This study investigates the calculation of VT using a

Machine Learning (ML) algorithm, adapting it to varying road and environmental conditions.

� A study of traditional channel allocation schemes, measurement reports, and HO procedure in the 5G

network.

The rest of this chapter is organized as follows. In Section 3.2, a brief background of the architecture

and HO procedure in the 5G network is provided. In Section 3.3, related literature is studied and compared

with the proposed method. The system model under consideration is presented in Section 3.4. The proposed

mobility management function in comparison with the conventional MMF is provided in Section 3.5. Section

3.6 includes the proposed VFR cell reselection procedure. The proposed VFR channel allocation scheme is

described in Section 3.7. The proposed Distance-Threshold (DT) metric is calculated and evaluated in

Section 3.8. Section 3.9 presents the Velocity-Threshold (VT) metric for the proposed MMF. A comparison

between the proposed VFR scheme’s performance and traditional channel allocation scheme for high-speed

users is provided in Section 3.10. Finally, a conclusion is provided in Section 3.11.

3.2 Background

In this section, the background information for the 5G network is provided, drawing from 3GPP’s documents

and recent literature.

3.2.1 5G Network Architecture

The Architecture of the 5G cellular network can be split into the core network and a RAN as shown in Figure

3.1. The RAN of 5G is referred to as the Next Generation-RAN (or NG-RAN) as in Figure 3.1. The NG-

RAN consists of several nodes labelled as gNodeB (or gNB). A gNodeB provides user-plane and control-plane

protocol terminations towards the User Equipment (UE). A gNodeB is connected to the 5G Core (5GC)

either directly or indirectly. The direct connection is through NG interfaces while the indirect connection

is through other gNodeBs. The indirect connection is also known as Integrated Access and Backhaul donor

(IAB-donor) [60]. The 3GPP splits the gNodeB functions into two units, namely the Central Unit (CU or

gNB-CU) and the Distributed Unit (DU or gNB-DU).

The ITU Telecommunication standardization sector (ITU-T), on the other hand, considers a third unit

called the Radio Unit (RU) in addition to the CU and DU in the 3GPP [61], [62]. A gNodeB with functions

split between gNB-CU and gNB-DU (and RU if applicable) is referred to as a split-cell model. In the ITU-T

model, the RU mostly handles the Radio Frequency (RF) function of the gNodeB and is responsible for
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Figure 3.1: The 5G network architecture based on 3GPP model.

the wireless link between the network and the users. The RU unit might also include the low- and high-

Physical functions in addition to the RF function [62]. In the 3GPP model, the DU can be considered as a

combination of the DU and RU units in the ITU-T model.

In the 3GPP’s NG-RAN architecture, there are di�erent functional split options between CU and DU [63].

The most common functional split is where the gNB-CU hosts the RRC, the Service Data Adaptation

Protocol (SDAP), and the Packet Data Convergence Protocol (PDCP), while the gNB-DU hosts the Radio

Link Control (RLC), Medium Access Control (MAC), and Physical (PHY) functions [61]. Each gNodeB has

only one gNB-CU that can be divided into two logical nodes, the gNB-CU-Control Plane (gNB-CU-CP) and

gNB-CU-User Plane (gNB-CU-UP). Each gNB-CU controls the operation of one or multiple gNB-DUs as

shown in Figure 3.1 [61]. Each gNB-DU can support one or more cells.

In the 3GPP speci�cations, there are two operating Frequency Ranges (FR), FR1 and FR2 (for 5G-

NR) [51]. The frequency range FR1 covers the range 410 MHz to 7125 MHz (below 6 GHz), while the

FR2 covers mm-Wave frequency band, above 24 GHz in two sub-ranges FR2-1 (24250 MHz - 52600 MHz)

and FR2-2 (52600 MHz - 71000 MHz). The mm-Wave frequencies provide wide bandwidths and high data

rates, but at the cost of high power transmission loss, poor di�raction rate, and high sensitivity to obstacles.

Therefore, the mm-Wave bands are more suitable for small-cells such as micro-cells, pico-cells, or femto-cells

where Line-of-Sight (LOS) transmission is bene�cial. On the other hand, such small cells result in increased

numbers of users traversing several cells, which in turn can signi�cantly increase the numbers of HO requests.
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3.2.2 Small-Cells and RSUs

Small-cells have the advantage of increasing the frequency reuse ratio. Also, they do not need massive antenna

towers with dedicated land for equipment installation which can limit base station installation locations and

increase Capital Expenditure (CAPEX) for operators. Therefore, small-cells help to provide high data-rate,

coverage, and reliability demands of 5G users at low power consumption and service cost for both indoor

and outdoor areas.

Based on 3GPP’s de�nition, a Road-Side Unit (RSU) is a logical entity that provides V2X communication

for users using either gNodeB or UE-provided functionality [64]. Accordingly and for simplicity, in this thesis,

the RSU refers to a 5G small-cell that is installed alongside the road to provide cellular (V2I) communication

for road users such as vehicles or pedestrians. In terms of deployment, a RSU is di�erent than a gNodeB

and might be deployed by road authorities as well as network operators [50].

For better cellular coverage of roads and cost reduction of network development, RSUs can be installed

in lampposts with Inter-Site Distance (ISD) in a few tens of meters up to a few hundreds of meters to service

high-speed users [65], [66].

3.2.3 Handover in 5G-NR

Handover, also known as hando�, is the procedure of changing the Primary Cell (PCell) of an ongoing session

to another cell [59]. The HO might be required because of numerous changes in the network, namely a user

relocation from a cell to another or a sector of a cell to another, weak received signal quality, load balancing

between cells, or some other reasons.

In cellular networks, each cell (or a sector of a cell) is assigned with a portion of all available channels

and to avoid interference, each cell’s assigned channels are di�erent than its neighbour cells. Therefore, each

time a user approaches the edge of a cell to enter a new cell, the HO process is triggered as the user’s channel

is not valid in the new cell. Therefore, in 5G small-cells with high mobility users like CAVs and HSTs, the

number of HOs will be considerably higher than a network with macro-cells.

The HO procedure consists of a series of messages (ranging between 12 to 19 steps) between a UE and

5G components such as gNB-DU, gNB-CU, and some of the 5GC components [61]. So, it consumes network

processing and wireless link resources and could negatively a�ect users’ QoE. To illuminate the e�ect of small-

cells in a 5G-connected vehicular network, consider a vehicle with a speed of 120 Km/h driving through a

network consisting of small-cells with a 100-meter diameter. In this case, the HO process is triggered every

3 seconds, and this trigger time will be even shorter at higher speeds, smaller cell coverage radii, or for a car

passing through cell chords instead of the diameter.
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Figure 3.2: Handover types in 5G-NR [59], [61], [69].

In 5G-NR the gNodeB is responsible for managing the HO and the decision happens in the gNB-CU-CP

(Control plane of the gNodeB-CU unit). More speci�cally, the RRC protocol in gNB-CU manages the HO in

each gNodeB. One of the main functions of the RRC protocol is the establishment, modi�cation, suspension,

resumption, or release of Radio Bearers (RBs) carrying user data (user-plane channels) [58].

RRC has three states, namely RRC Connected, RRC Inactive, and RRC Idle. A UE resides in one

of these states based on its network activity and RRC connection establishment. For a user, the state

transition can happen from any state to another based on the user’s network activity, except from RRC Idle

to RRC Inactive. When a UE has no RRC connection to the 5G (e.g., UE’s device is just switched on), it is

in the RRC Idle state. If the RRC connection is established between a UE and a gNodeB, it can be in one

of the two states of RRC Connected or RRC Inactive. A UE is in the RRC Connected state if it has a RRC

connection and active data tra�c with NG-RAN. Otherwise, if it just has a RRC connection, but no data

tra�c at the moment, the network puts it in the RRC Inactive state. The HO procedure is only applicable

in the RRC Connected state for UE’s mobility management such as HO to a new channel, or switch between

Radio Access Technologies (RATs). In the RRC Idle and RRC Inactive states, cell selection and reselection

processes are used to control the UE’s mobility. A UE releases the assigned resources when it transits

to the RRC Idle state from any of the other two states and needs resource establishment when switching

from RRC Idle to RRC Connected. This switching takes a long time compared with transitioning from

RRC Inactive to RRC Connected. The RRC Inactive state is a new state added to 5G as a state between

the other two states to reduce transition time to RRC Connected. Therefore, resources are suspended and

resumed when UE transits between RRC Inactive and RRC Connected states (Subclause 4.2.1 of [58], [68]).

In the RRC Connected state, the UE mobility is addressed by a HO procedure. There are multiple

types of HOs with di�erent signalling procedures depending on the source and target cell logical connection,

as shown in Figure 3.2. It should be noted that during a HO procedure, the current cell is called the

source or serving cell and the future cell is the target or candidate cell. In general, HO can be divided into
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two main types, inter-PLMN (Public Land Mobile Network) and intra-PLMN HOs. The inter-PLMN HO is

required if the serving PLMN needs to be changed during the HO, in cases such as moving between countries,

operators, or using a roaming service. Each of these two HOs is further divided into two types - inter-RAT

and intra-RAT HOs [69]. The UE mobility from 5G to other RATs (or vise versa) is handled by inter-RAT

HO procedure [58], [59]. To date, 22 RAT types are listed in 3GPP’s technical speci�cation for 5G networks

(Subclause 8.17 of [70]). Some of these 22 RAT types include Universal Terrestrial Radio Access Network

(UTRAN), GSM/EDGE Radio Access Network (GERAN), Wireless Local Area Network (WLAN), Evolved

Universal Terrestrial Radio Access Network (EUTRAN).

The intra-RAT HO can be further divided into inter-AMF (Access and Mobility Management Function)

and intra-AMF HOs. The inter-AMF HO, also known as N2 HO or N2 based HO in 3GPP documents,

happens in cases where the source and target cells are in two di�erent AMFs. In this case the Xn interface

cannot be used for the HO procedure [69]-4.9.1.2.1. The intra-AMF HO is further divided into two types -

inter-gNB-CU and intra-gNB-CU HOs. The inter-gNB-CU HO is handled by the gNB-CUs of the serving

and target cells over the Xn interface (Figure 3.1). When both of the serving and target cells are managed

by one gNB-CU, the intra-gNB-CU HO is required. The intra-gNB-CU has two types of inter-gNB-DU

and intra-gNB-DU HOs. The intra-gNB-DU HO has two forms of inter-cell and intra-cell HO when there

are multiple cells within one gNB-DU [61]. Lastly, the intra-frequency HO arises when the objective of the

HO procedure is changing the UE’s active channel within the same frequency range (in either FR1 or FR2

bands). The inter-frequency HO can happen in any of the following frequency range changes from FR1 to

FR2, FR2 to FR1, FR1 to FR1, or FR2 to FR2 [59]-6.1.1.

Cellular users continuously measure their received signal quality from its serving cell and all the neigh-

bouring cells and periodically report their condition to the serving cell’s gNB-CU by a RRC measurement

report message. The network might also set a UE to send an event report if a speci�c measurement exceeds

a prede�ned threshold. Therefore, gNodeB constantly receives and monitors users’ condition and take action

accordingly. The cellular network �nds about a user’s transition between cells, when the serving cell’s signal

quality drops below a threshold and the target cell’s signal level improves above another threshold. Accurate

setting of these thresholds prevent unnecessary HOs and decrease chance of connection loss.

Decision about the time to start the HO and the type of the HO, is based on the UE’s measurements of

the received signal quality. The gNB-CU checks the UE’s measurements from the serving and the neighbour

cells included in the UE’s report, to �nd the candidate cell(s) for HO. If there is an available channel in the

candidate cell, the HO procedure is initiated. UE’s signal quality measurements can be a Reference Signal

Received Power (RSRP), Reference Signal Received Quality (RSRQ), Received Signal Strength Indicator

(RSSI), Signal to Interference plus Noise Ratio (SINR), and some other measurement as speci�ed in Sub-
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clause 5.5.3.1 of [58]. These measurements are with respect to the reference signals in the serving cell and

neighbouring cells.

A UE may send measurement reports in a time-based or event-based schedules. According to the latest

technical speci�cation of 3GPP for RRC protocol in Subclause 5.5.4 of [58], 19 di�erent type of events are

considered for 5G network. These mobility events including A1 to A6 (for intra-RAT measurements), B1 and

B2 (for inter-RAT measurements), I1 (for interference measurement), C1 and C2 (for sidelink channels), X1,

X2, Y1, and Y2 (for L2 U2N relay measurements), D1 (for location or distance measurements), CondEvent T1

(for time measurements), and two voids for future developments. Each of the above mentioned measurement

events has di�erent application and can be used by the network to either initiate a HO or cancel the previously

initiated one.

3.2.4 Conditional HO and Dual Active Protocol Stack

To increase connection stability and protect users from abrupt disconnection from the network, Conditional

HO (CHO) is included in 3GPP standards. In CHO, the gNB-CU’s RRC sends conditions of a HO to the

UE and candidate cells. So, when the conditions are met, the UE will decide and HO to one of the candidate

cells as speci�ed in Subclause 9.2.3.4 of [60]. For instance, if the signal quality from the source cell suddenly

drops and UE is unable to communicate with the source cell, the UE could still switch to a candidate cell

and preserve its connection with the network.

In part of any HO procedure, the UE’s data transfer might be interrupted till the UE is successfully

transferred to a target cell. This interruption time is known as the Handover Interruption Time (HIT) or

Mobility Interruption Time (MIT) and it is targeted to be zero millisecond for 5G [65], [71].

The Dual Active Protocol Stack (DAPS) HO is introduced to 5G by 3GPP to achieve zero HIT [60].

In DAPS HO, the UE stays connected to the source gNodeB and continues the downlink and uplink data

transfer until random access procedure to the target gNodeB is established successfully. Although the HIT

is aimed for zero millisecond, the HO procedure still consumes the network resources and network developers

are trying to get as close as possible to zero millisecond [72]. Therefore, immense number of HOs impose a

considerable communication and processing burden to the network and air interfaces (Uu links between UEs

and NG-RAN). Moreover, DAPS HO is still subject to failure because of the wireless channel characteristics

and high mobility users.

In summary, each time a user moves to a new cell in 5G, a new channel must be assigned to the

user via a HO procedure. In this procedure, multiple messages need to be transferred between a UE and

various network nodes that consume network resources, which may negatively impact user data transfer,
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and connection reliability. The reduction of cell sizes, signi�cant increase in number of users, and higher

mobility of cars and trains, further increase the number of HOs and magnify its negative e�ects. Therefore,

procedures are needed to reduce the number of HOs, improve the HO procedure, and use more reliable and

seamless HOs for high-speed users in order to improve network performance and reliability.

3.3 Related Works

As a consequence of frequency reuse, handover is an inevitable procedure in cellular networks that helps

to provide high QoE for users. Despite all the HO procedure modi�cations in each of the cellular network

generations (2G to 5G), there are still more room for enhancement and adaptation to the new environment.

Researchers try to optimize the HO procedure, minimize the HIT, reduce HO failure, diminish the number

of HO requests, and make the HO process imperceptible for users.

In [73], the authors model the HO process as a contextual multi-armed bandit problem. They optimize

the HO between 5G base stations in a centralized unit using the Q-learning method, based on user’s RSRP.

Their agent chooses proper HO action using the measurement reports from the UEs and achieve better link-

beam gain. Random Access Channel-less (RACH-less) HO and make-before-break HO are two techniques to

decrease HO latency. In [71], to achieve seamless mobility and reduce the HO latency, the authors propose

HO without requiring a synchronized network or random access channel. To reduce the HO failure rate and

decrease the HIT in 5G mm-Wave network, Baik and others in [74] proposed a HO scheme based on deep

learning that uses soft HO, multi connectivity, and downlink control to achieve this goal.

To reduce the number of HO requests, the authors in [67] group a few cells together and form a virtual

cell for each user and use joint transmission from these cells. However, their joint transmission over di�erent

cells have the multipath interference issue. Since this method uses multiple transmissions from di�erent cells,

it is not applicable in the mm-wave frequency range due to the high propagation losses in these frequency

ranges. Also, for high speed users, their algorithm either needs users’ future mobility information or it

imposes considerable processing overload to the network for virtual base station formations because of the

user’s short presence at each cell. Calhan and Cicioglu in [75] consider RSSI, Bit Error Rate (BER), and

Outage Probability parameters and used fuzzy logic to reduce the number of HOs in 5G dense networks

with NOMA medium access control. Since they considered 5G small cells, using the NOMA technology will

cause huge waste of power resources as the di�erence between required power for near and far users are not

considerable. Therefore, the network must waste lots of power for Successive Interference Cancellation (SIC)

which make it impractical.

For interference management and HO reduction in 5G vehicular small-cell network, the authors in [76]

47



use the NOMA scheme and mobility-aware cell association. Their objective are to maximize long-term

network-wide data rate and increase user presence at serving cell to reduce HO. The issue of platoon HO

authentication in Vehicular Ad-hoc NETwork (VANET) is investigated in [77]. The platoon head vehicle, on

behalf of the 
eet, communicates with a SDN controller to facilitate the authentication process and reduce

platoon signalling overhead. In [78], a hierarchical clustering of 5G users based on their proximity is proposed

to reduce the HO rate that is very similar to the IAB-node concept used in the 3GPP standard [61] or the

Vehicular CrowdCell proposed by BMW in 2016.

The 3GPP standard for 5G, supports Non-Terrestrial Networks (NTN) in NG-RAN architecture. The

NTN uses spaceborne vehicles (Low and Medium Earth Orbit - LEO and MEO satellites) or airborne vehicles

(unmanned aircraft systems) [79]. LEO satellites are orbiting earth at very high speed and their location in

the sky change rapidly. Hence, non-terrestrial communication links are challenging due to far distance and

constant movement of satellites that negatively a�ect the performance of HO procedure for 5G over NTN

networks. In [80], a HO procedure is proposed for 5G over LEO communication based on the predictable

movement trajectory of satellites to reduce unnecessary HOs and HO failures in NTN network.

Saritha et al. in [81] propose a channel reservation procedure based on learning automata and node

speed. Their method needs the position, speed, and signal strength of the vehicles to estimate the HO time.

Then, according to these data, their algorithm predicts and reserves a channel before the vehicle reaches the

HO point. This algorithm needs to monitor the accurate position of each vehicle with precise timing. Hence,

its processing cost is high and needs extensive collaboration of base stations to plan for all vehicles. In [82],

Lee and others propose a deep reinforcement learning-based DAPS HO procedure to prevent the HO failure

in mm-Wave 5G network.

Optimal channel allocation in VANET and 5G networks is critical due to limited availability of wireless

resources, the stringent service quality requirements, and for reducing the number of HO to improve network

performance. Zhou in [83] proposed distributed joint channel allocation and rate control to maximize the

network throughput in VANET. In [84] hierarchical resource allocation based on the Nash bargaining game is

proposed. At the �rst level, they distribute the spectrum from the central cloud between RSUs. Then, deal

with spectrum sharing between vehicular users in RSUs. Channel assignment in vehicular network based

on the road is studied in [85]. In this paper, the authors proposed Multi-Interface Multi-Channel (MIMC)

road-based assignment method by modelling the road as a line. Then, the authors assign each part of a

road to a speci�c channel (repetitive pattern) and decide about the HO time based on vehicles location and

speed.

All the above mentioned papers help to improve the HO procedure, optimize the channel allocation or HO

initiation time, or improve conditional HO process. However, to the best of current knowledge, there exists
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no practical proposal addressing high-speed users within the 5G small cell network’s mm-wave frequency

range speci�cally aimed at reducing handover.

3.4 System Model

In this chapter, the focus is on examining the 3GPP-based 5G network with FR2-supported (mm-Wave

band) small-cells (RSUs) installed alongside the road, as depicted in Figure 3.3. A two-way straight road

with one or more lanes in each direction and sidewalks on both sides of the road is the base of the considered

environment. In this chapter, RSU and cell terms are used interchangeably and both refer to a 5G small-cell

with FR2 frequency range. RSUs are located in the road median and each RSU services both directions of

the road. One gNB-DU controls multiple RSUs (cells) and multiple gNB-DUs are connected and managed

by one gNB-CU. A gNB-CU and its connected gNB-DUs form one gNodeB (one node of the NG-RAN) as

is explained in Section 3.2 and shown in Figure 3.1. Each RSU covers a few tens of meters (ISD=50m and

100m according to Tables 6.1.8-1 and 6.1.9-1 of [65]) around itself with slight overlap with neighbour cells.

When considering the split-cell model of the gNodeBs, it is assumed that cell antennas are installed

in lampposts without loss of generality. The gNB-DUs are distributed alongside the road to minimize

communication delay on time sensitive protocols. As gNB-CUs are hosting time-insensitive functions, they

could be located away from the road in a central powerful server hosted by a hypervisor. However, the

installation location of the RSUs and other network nodes have no negative impact on the proposed scheme.

So, RSUs can be located on one side of a road, on a road median, in a dedicated cellular tower, or in a

lamppost. It should be noted that the proposed model is in accordance with option 2 of [65] (macro-cell and

RSUs) in highway and urban scenarios for connected cars with the focus on RSUs. However, the macro-cells

provide additional coverage and support for users without any interruption to the proposed scheme.

The gNodeBs are connected to their neighbours through the logical Xn interface and cells in each gNodeB

are logically connected together through their gNB-DUs and eventually their gNB-CU [86]. Hence, gNodeBs

can communicate and collaborate with each other to reserve/release a channel, inter-cell interference coor-

dination, and HO procedure communication. So, all RSUs alongside a road are logically connected together

and could share information with their neighbours if it is required.

The assumption is made that RSUs utilize mm-Wave bands due to the higher bandwidth availability

in these frequencies and their high absorption ratio by materials, which mitigates the impact of multipath

signals and interference. In this model, it is assumed that all 5G User Equipments (UEs) and devices within

a vehicle are connected to a central unit, with their data tra�c routed through a shared link between the

vehicle’s central unit and the network. In this case, vehicles behave as relays for other 5G mobile devices
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Figure 3.3: General view of the considered road and RSUs alongside the road in the road median.

and equipment as explained in clause 6.1.6 of [61]. It should be noted that addition of MIMO antenna and

digital beamforming to the assumed RSUs and CAVs could help to narrow beams which reduce co-channel

and adjacent channel interference considerably. Also, MIMO and beamforming can further improve the

frequency reuse ratio and QoE for users.

3.5 Mobility Management Function

In this section, a brief review of conventional mobility management in 5G, as described in 3GPP’s documents,

is presented, followed by the introduction of the proposed mobility management function.

Mobility Management Function (MMF) is one of the main functions of the RRC protocol in a gNB-CU

for a UE in RRC Connected state. The mobility management function in RRC is functioning based on the

measurement reports from a RRC Connected UE. Mobility management encompasses numerous intricate

functions, including various special cases. In this study, a simpli�ed model is presented to o�er a general

understanding of its operation. In Figure 3.4-(a), an abridged 
owchart of the conventional MMF is depicted.

The UE’s measurement report could be either a timely scheduled or an event triggered message. For

interval reports, once a UE sends a measurement report message to its serving gNodeB, the RRC checks

the received signal quality. The RRC compares the measurements from the serving and neighbour cells

with equivalent thresholds to take action and decide if HO is required. In cases that the message is a HO

cancellation report (such as A1 that shows serving cell condition is improving), the MMF might decide to

cancel an ongoing HO procedure for this user. On the other hand, if the report is one of the HO initiation

events or a timely scheduled report with the low serving cell’s signal strength measurement, the MMF needs

to investigate the condition and make decision about the HO or parameter adjustment. The MMF might

ask the serving cell about the recent con�gurations and maybe decide to wait for the next reports or adjust

some parameters. If it �nds that non of the other options help, it compares the serving and neighbours’

received signal quality and decides to HO to a new channel. At this stage, if the HO is required, the MMF

determines the HO type and selects a target cell accordingly, and then starts communicating with the target
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(a) The conventional MMF

(b) The proposed MMF

Figure 3.4: Flowcharts of the conventional and proposed mobility management functions.
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cell for the HO.

The proposed mobility management function is the expansion of the traditional MMF. The new MMF

is achieved by the addition of the proposed VFR scheme and cell reselection procedure to the conventional

channel allocation scheme and HO procedure. The simpli�ed 
owchart of the proposed MMF is shown in

Figure 3.4-(b). The proposed MMF can be used in any gNodeB to manage low-speed users with negligible

added processing overhead (just one speed comparison is added in the low-speed process). It also supports

high-speed users with the VFR scheme using the conventional 5G infrastructure.

Similar to the conventional MMF, the starting point is the top of Figure 3.4-(b) using the measurement

report from a UE; it is only applicable to UEs in the RRC Connected state. Each time a gNB-CU receives a

measurement report message, it runs the message through the MMF, completes a loop in this 
owchart and

waits for the next message from a UE. The �rst action after receiving a message is to check for the event

triggered report or a weak signal strength. If the message is a timely scheduled measurement report and the

reported signal quality (RSRP, RSRQ, SINR, or etc.) is strong enough, then the RRC takes no action and

waits for the next report. As it was mentioned in Section 3.2.3, some of the measurement events are used for

HO initiation (such as A4 or A6) and some are used to cancel an on-going HO procedure (such as A1). In

case of a HO cancellation event message, it proceeds to cancel an on-going HO procedure for this user as the

condition in the serving cell is improving. If one of the HO/cell-reselection triggering events occurs or the

serving cell’s signal quality is below a given threshold, then the proposed MMF investigates the condition

and makes a decision. The MMF may adjust parameters (e.g., transmit power or antenna beams) or initiate

a HO or cell reselection.

For this purpose, the gNB-CU might request the source gNB-DU for current con�guration and then use

all the available information to decide if parameter modi�cations such as increasing transmission power,

decreasing interfering channels’ power, new measurement setting for the UE, or other changes could solve

the problem.

If HO/cell-reselection is required, the proposed MMF will check UE’s mobility state. It should be noted

that for a user in the 5G three mobility states are de�ned namely normal-mobility, medium-mobility, and

high-mobility (subclause 5.2.4.3 of [68]). According to the 3GPP standard, a UE’s mobility state is de�ned

based on the number of cell reselections during a period of time. However, new mobility states are de�ned

based on users’ speed, namely low-speed, high-speed, and mid-speed in each direction of the road. The

proposed mobility state determination strategy is more agile and adaptive to users’ rapid mobility changes

while the 3GPP’s model is based on the users’ long term behaviour. The low-speed users in both directions of

the road are treated the same since they use the same set of channels. However, to avoid excessive HOs, the

high-speed users in each direction of the road use a separate set of channels, but all users still use the same
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RSUs. Therefore, the separation benchmark for high- and low-speed users in positive and negative range of

velocities could be di�erent as further discussed in Section 3.9. The mid-speed mobility state is a temporary

state de�ned for users in the hysteresis range around the speed separation benchmark (V T �Hyst). It helps

to avoid unnecessary HOs for a user with speed around the separation metric since the user might dwell

around the decision making point and require HO frequently. De�ning a hysteresis parameter protects the

network from these nonessential HOs.

A high-speed user that is managed by the proposed channel allocation scheme (VFR scheme) is called

a HSU and a low-speed user that is using a conventional cell-centric channel allocation scheme is known

as a LSU. To avoid super
uous HOs, it is recommended that these two groups of users (HSUs and LSUs)

use separate sets of channels. A set of channels used for HSUs by the proposed VFR scheme is labelled as

HSCH-list and a single channel in this list is named as a HSCH (High-Speed users’ Channel). Likewise, a

set of channels used by LSUs is called LSCH-list and one channel in LSCH-list is a LSCH (Low-Speed users’

Channel).

Since mm-Wave bands have short range propagation distances, HSCHs can be reused for a LSU in a short

distance away from the road, e.g., in a femtocell inside a building or other residential areas. Therefore, the

separation of channels (LSCH and HSCH) is only required around roads and highways and HSCH channels

can be reused for slow users just a few hundred meters (or less) away from the road. The broad bandwidth

in the mm-Wave frequency ranges alongside with Dual-Connectivity (DC) and Carrier-Aggregation (CA)

technologies allow high data rate transmission for users. Therefore, a HSCH channel using these technologies

can handle the required high data rate for a vehicle itself and all passengers’ equipment in it. So, the tra�c

aggregation of passengers in their vehicles can further help to reduce the HO rate and control plane tra�c

load. However, the focus of this work is on single-connectivity between a CAV and its serving RSU.

According to Figure 3.4-(b), if the MMF has already initiated a HO for a UE in low-speed mobility state,

the MMF starts a HO procedure for this user with a channel from the LSCH-list. For a user at mid-speed

state with weak signal quality (at the bottom of Figure 3.4-(b)), the best approach is keeping it in the same

channel group as it is now (either LSCH-list or HSCH-list since there is no channel list for mid-speed users).

In other words, if it is a LSU with a LSCH, it gets a new channel in the same group and if its current channel

is a HSCH, it is treated as a HSU again. So, the MMF starts a HO procedure with a channel from LSCH-list

for a mid-speed user that is currently using a LSCH. It is recommended that in cases where a user lacks a

speed measuring instrument and is unable to report the speed, it should be considered as a LSU. However,

all cars having access to their speed and the ability to report it is assumed, disregarding the security aspects

in user reports. A mobile user without a satellite positioning technology (such as a GPS) is very rare, but it

could be applicable for other connected devices such as home appliances or other similar �xed 5G equipment
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or IoT (Internet of Things) devices.

The right side of the central stem of Figure 3.4-(b) is related to HSUs (the proposed VFR scheme). If

the user is clustered as a HSU by the MMF and has a weak signal, the next step is checking the signal

condition in the target/neighbour cell. If the neighbour cell’s signal is also weak, then HO is inevitable and

the user will get a new channel from the HSCH-list. However, if the reference signal in the target cell is

stronger than a given threshold, the MMF checks to see if the user’s channel is available in the target cell or

there is another interfering user in a distance-threshold cell away from the target cell. If the channel is not

available in the target cell (i.e., there is another HSU with the same channel - interfering user), the MMF

communicates with that interfering user’s gNB-CU (if these two HSUs are serviced by two gNB-CUs) and

checks its latest reported velocity. The interfering user might have already reduced (or completely stopped

in the middle of a cell) its speed below the threshold for HSUs. So, if the interfering user is no longer in

the HSU’s speed range, then that user should get a new channel from the LSCH-list in its own cell. Now

this user can proceed to the target cell without HO and the cell-reselection will be executed after the HO of

the interfering user. On the other hand, if the interfering cell is still in the HSU’s speed range, the current

user needs to HO to a new HSCH from the available channels in the target cell’s list. Lastly, if the HSU’s

current channel is available in the target cell, then the VFR cell reselection procedure between source and

target cells begins and the user will keep its own channel.

As the HSUs’ paths are predictable because of the roads prede�ned trajectories, the network can have a

list of possible target cells for the user based on its current and previous cells. This predictable path helps the

network to better set the HO threshold and have enough time for decision making and reducing the chance

of connection loss which is critical for high-speed users. The UE’s measurements from these candidate cells

help the network to decide about the target cell and starts the cell reselection procedure before the user

enters the target cell. It is worth noting that communication with the user and getting its trajectory also

could help the network to plan ahead of time and decide more con�dently. However, this will increase the

communication overload and it is out of the scope of this dissertation. Therefore, in this chapter, the focus

is on target cell selection based on the user measurement reports.

The proposed MMF might look complicated, but the implementation is very simple and the processing

overhead is negligible. Algorithm 2 illustrates the proposed MMF’s implementation that helps to further

clarify the modi�ed MMF model in Figure 3.4-(b) and also prove the simplicity of its implementation.

In Algorithm 2, PRS stands for the received power from the source cell, ThldS is the threshold for source

cell signal strength level, and Thldm is the minimum critical threshold for HO initiation. For the HO/cell-

reselection event message for a UE, the HO Event and HO Cancellation Event, respectively, represent the

initiation and cancellation event reports. The Hflag is an algorithm internal 
ag for HSU detection and it
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Algorithm 2 The proposed mobility management algorithm.
if (HO Cancellation Event) then

Cancel the ongoing HO
else if (Thldm < PRS) ^ (PRS < ThldS) then

Parameter adjustment
else if (PRS < ThldS) _ (HO Event) then

Hflag  0
if (VU < V T �Hyst) then . Low-speed

HO to a LSCH
else if (VU > V T +Hyst) then . High-speed

Hflag  1
else . Mid-speed

if (CU 2 HSCHlist) then . Mid-speed, HSCH
Hflag  1

else . Mid-speed, LSCH
HO to a LSCH

end if
end if
if (Hflag = 1) then . HSU

if (PRT < ThldT ) then . Weak target cell
HO to a HSCH

else . Strong target cell
if (CU 2 Tlist) then . Valid ch. in target cell

VFR Cell Reselection
else if (VI < V T �Hyst) then . LSU int.

Int. HO to a LSCH
VFR Cell Reselection

else . High-speed interfering user
HO to a HSCH

end if
end if

end if
end if

55



is set if either UE’s current speed is high enough or UE’s mobility is in mid-speed state, but user’s current

channel is from the HSCH-list. The VU is the UE’s velocity and VI is the interfering user’s velocity, V T is

the Velocity-Threshold, Hyst is the velocity hysteresis value set by the network to reduce unnecessary HOs.

The parameter CU is the UE’s current channel, and HSCHlist is the list of all high-speed channels dedicated

to the VFR scheme (HSCH-list). The PRT is the received power from the target cell, ThldT is the threshold

for target cell signal strength level, and Tlist is the list of all available channels in target cell at the moment.

According to Algorithm 2, if the message is not an event triggered message or the reported signal strength

is strong enough to keep the user connected the proposed MMF takes no action and waits for the next report

message. For HO Cancellation Event message, the MMF proceeds to cancel the ongoing HO procedure

for this user. In situations when the received signal is weak (less than ThldS), but is still not in a critical

low situation (PRS > Thldm), the MMF tries to improve the condition by parameter adjustment or obtain

more information by measurement report’s con�guration changes. If the UE’s received signal is weak and

HO/cell-reselection is required, the MMF checks UE’s mobility state by comparing the reported velocity

with the hysteresis (Hyst) range around the Velocity-Threshold (V T ) value. The MMF clusters the UE in

one of the low-, mid-, or high-speed states according to its reported velocity. For a mid-speed user, the MMF

clusters this user in one of the two states of low-speed or high-speed groups based on its current channel

group (CU ), not the user’s velocity. The current channel is either LSCH or HSCH and correspondingly the

user is clustered in either low-speed or high-speed groups. The hysteresis (Hyst) can be zero if there is a

big gap between velocities in low-speed and high-speed groups or the number of HOs due to users speed


ickering around the velocity-threshold metric is negligible.

Once the algorithm detects a UE as a low-speed user with weak signal, the UE obtains a LSCH through

a standard HO procedure. The HO type (inter-cell, inter-gNB-DU, inter-gNB-CU, etc.) is selected based on

the source and target cells arrangements as explained earlier. For HSUs, when the MMF algorithm detects

a HSU with a weak signal and sets the Hflag 
ag, a few more steps are still needed to decide whether a HO

procedure or VFR cell reselection is required. If the target cell’s received signal level is not strong enough

(PRT < ThldT ), then HO is unavoidable. Otherwise, the MMF checks the validity of the user’s channel

in the target cell. If it is available in the target cell (CU 2 Tlist), the UE keeps its channel and a VFR

cell reselection occurs between cells. However, if the user’s channel is not available, it means that there is

an interfering user for this channel in the target cell and the interfering user’s speed determines the HO or

cell-reselection for this user. If the interfering user’s last reported speed is less than the speed threshold

for HSUs ((VI < V T �Hyst)), the interfering user must do a HO to a channel in LSCH-list and this user

continues with only a cell-reselection. Otherwise, the interfering user keeps its channel and this user changes

its channel to a new HSCH through a HO procedure.
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3.6 Cell-Reselection

In this section, the most common HO signaling procedure in the RRC-Connected state is brie
y reviewed,

followed by the presentation of the proposed cell-reselection procedure for the suggested MMF with VFR

scheme.

Since each gNB-DU has multiple cells and each gNB-CU controls several gNB-DUs, two of the most

common HOs are intra-gNB-DU and inter-gNB-DU. The inter-gNB-DU HO signalling for 5G-NR presented

in Figure 8.2.1.1-1 of [61] is shown in Figure 3.5 and described below for ease of comparison with the equivalent

proposed cell-reselection procedure. As explained earlier, the HO procedure starts with a measurement report

message from a UE to its source gNB-DU (step 1) which is then passed by the gNB-DU to the serving gNB-

CU (step 2). The gNB-CU may query the latest con�guration from the source gNB-DU by sending the

"UE CONTEXT MODIFICATION REQUEST" message and to obtain a response (steps 2a and 2b). In

steps 3 and 4, the gNB-CU communicates with the target gNB-DU, providing handover (HO) preparation

information and requesting the setup of the UE’s current channel to prepare for continued communication

with the user. After target gNB-DU’s con�rmation, the gNB-CU sends the context modi�cation message to

the source gNB-DU which includes the new RRC con�guration for the UE (step 5). The source gNB-DU

passes the RRC con�guration message to the UE and also informs the gNB-CU about the status of downlink

data delivery (unsuccessful deliveries) to UE and context modi�cation at steps 6 and 7. The UE with the

new RRC con�guration for the target cell, starts the connection process to the target cell and inform it after

the completion of the con�guration (steps 8 and 9). At this point, the UE is connected to the target cell

with new channels and resumes its downlink or uplink data transmission while the target cell informs the

gNB-CU about the successful HO procedure (step 10). The gNB-CU sends the resource release command

to the source gNB-DU after receiving the successful HO con�rmation message from the target gNB-DU

(steps 11 and 12). In inter-gNB-DU mobility procedure, during steps 5 to 10, the UE data transmission is

suspended till the new channels are established in the new cell.

The intra-gNB-DU HO (including intra-cell HO) procedure has less signalling steps than the above

explained inter-gNB-DU HO, but it is very similar to Figure 3.5. That is due to the fact that the intra-

gNB-DU HO procedure occurs between a UE, a gNB-DU (both of the target and source gNB-DUs are the

same), and a gNB-CU. During the intra-gNB-DU HO, although the entire UE mobility is happening within

one gNB-DU, the HO procedure is still managed by a gNB-CU and the signalling between gNB-DU and

gNB-CU is required.

In contrast to the cell reselection in 5G which is only valid for RRC Idle or RRC Inactive states, the

proposed cell-reselection is de�ned for a UE in the RRC Connected state. The proposed procedure is
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Figure 3.5: Inter-gNB-DU Mobility for intra-NR (Figure 8.2.1.1-1 of [61]).

Figure 3.6: The proposed cell reselection for a VFR scheme during an inter-gNB-DU mobility.
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considered as a cell reselection rather than a HO because no RRC con�guration is required on the UE’s side.

Therefore, the entire procedure is imperceptible for the user and only happens on the network side. The

proposed cell reselection is for a HSU in the RRC Connected state that is controlled by the proposed MMF

while using the proposed VFR scheme. The proposed cell-reselection for a user in an inter-gNB-DU mobility

is presented in Figure 3.6.

According to Figure 3.6, the proposed cell reselection procedure begins with the UE’s measurement

report message to the serving gNB-DU (step 1) and then the gNB-DU passes the message to the gNB-CU

for processing (step 2). The gNB-CU may request the source gNB-DU for the latest con�guration (steps

2a and 2b) and based on the available information makes decision on cell reselection (whether it is required

or not) and the cell reselection type. If cell reselection is required and it is an inter-gNB-DU mobility, the

gNB-CU requests the target gNB-DU to setup the context at the targeted cell. The gNB-CU also updates

the resource reservation on the following a few cells (Distance-Threshold cells) as further explained in Section

3.8 (step 3). The target gNB-DU may request downlink data delivery status from the UE and inform the

UE about its cell ID (step 4a) and also sends the setup con�rmation to the gNB-CU (step 4b). The gNB-CU

sends/receives the rest of the user data through the target gNB-DU. Finally, the gNB-CU informs the source

gNB-DU to update the resource reservation in its latest Distance-Threshold cells (explained in Section 3.8)

and to release this channel for cells before them (steps 5 and 6).

As it can be observed in Figure 3.6, during the proposed cell reselection procedure, no RRC con�guration

message is sent to the UE. In the UE’s perspective, only the serving cell’s antenna is changing from one

location to another while the channels remain the same.

In intra-gNB-DU mobility, the cell reselection procedure is following the same concept and similar to the

equivalent HO procedure, only one gNB-CU and one gNB-DU are involved in the cell-reselection procedure.

The same concept can be further expanded to the other mobility cases such as inter-gNB-CU or inter-AMF.

3.7 VFR Scheme

The proposed Vehicular Frequency Reuse (VFR) scheme is a novel user-centric channel allocation scheme

for high-speed users in 5G network. This scheme reduces the number of HOs (HO rate), control plane

tra�c particularly on wireless links, facilitate servicing high-speed terrestrial users in 5G’s small-cells, and

increases the frequency reuse rate. As a result, link reliability and 5G KPIs (Key Performance Indicators)

improve and network can support high-mobility users with small-cells at high frequency bands such as mm-

Wave ranges. The proposed MMF (Section 3.5) is developed to add the VFR scheme to the conventional

cell-centric channel allocation in 5G. The VFR scheme users’ mobility is addressed by either the proposed

59



cell-reselection procedure or the conventional HO procedures depending on the conditions.

In the VFR scheme, a channel is assigned to a user and stays with it as the user moves from one

cell to another. When a user in the VFR scheme moves between cells without changing its channel, the

cell-reselection procedure re-con�gures the NG-RAN nodes’ settings. This procedure changes the primary

serving cell (PCell) for that user as it enters a new cell. In contrast, in the conventional cell-centric channel

allocation scheme, every time a user moves to a new cell, it needs to change its channel and con�guration

alongside with updates in the network’s setting through a HO procedure. That is because each cell has its

own speci�c set of channels.

In the VFR scheme, a group of N HSUs with N diverse HSCH channels can be modelled as a virtual

elongated cell in each direction of a road. This virtual cell is sliding through the chain of small-cells while

the network adapts itself with the users location in each cell. There are more similar virtual cells in the same

direction of the road with the same group of channels. The length of this virtual cell could be as short as

the diameter of two small-cells (if DT = 1) or longer if DT is larger than one. It should be noted that the

VFR scheme treats each user independently and does not group vehicles, form a platoon, or assign channels

based on their location in a group.

Generally, in each direction of a road, vehicles relative position with respect to each other, change fairly

slowly as con�rmed by average low standard deviation of the recorded vehicles’ velocities in [87]. So, it

takes a while for two vehicles with an identical channel in two di�erent cells to get closer than the minimum

threshold and need a HO. This hypothesis is valid in both conditions of crowded and low tra�c roads. On

a busy road where channels need to be reused at short distances, vehicles’ speed are nearly the same and

it takes time for two vehicles with identical channels to reduce their relative distance. Also, in a low tra�c

road, the rate of reusing a channel will be low and the distance between two vehicles with equal channels is

long enough. So, it again takes a long time to get closer than the minimum distance threshold, even if their

relative speed is considerably high.

Users in the VFR scheme may use one channel during their passage through multiple cells without a

HO, but still the standard HO procedure is required occasionally at much lower rates than the traditional

scheme. When a HSU in the VFR scheme moves from one cell to another without using a HO, the NG-RAN

(a MMF in gNB-CU) uses the proposed VFR cell-reselection between these two cells to adapt the network

with user’s mobility and keep it connected to the network. A HO in the VFR is needed either when two

users with the same channel get closer than a preset threshold to each other (investigated in Section 3.8) or

a user has a weak signal strength in a cell while the neighbour cells’ signals are also weak. It is noteworthy

that a very weak signal strength in the assumed small-cells with mm-Wave band and LOS link is less likely

to occur, but should be considered.
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Table 3.1: Assumptions of the road parameters for highways and city roads.

Parameter Highway City

Cell coverage diameter 100 m 50 m
Road type Two-way Two-way

Intersection types Merge, Misaligned Any type
Lanes per direction 3 2
Avg. vehicle length 4.6 m 4.6 m

Min. distance between vehicles 20 m 5 m
Distance-Threshold 1 cell 1 cell

For simplicity and better understanding of the VFR scheme, consider a one-way road with 5G coverage by

small-cells equipped with FR2 bands (mm-Wave frequency range). All nodes (gNodeBs) in this NG-RAN are

using the proposed MMF on their RRC to service both the LSUs and HSUs using the VFR and traditional

channel allocation schemes. Assume that connected vehicles (CAVs) on the road are driving fast enough to

be clustered in HSU group by the MMF and have a channel from the HSCH-list. Suppose a vehicle that was

parked on the side of the road and was connected to the network by a LSCH, starts to move. This vehicle

will keep using its current LSCH channel in its current cell and get a new LSCH channel if it enters a new

cell while its speed is not high enough to be clustered as a HSU. Once the user’s speed exceeds the velocity

threshold and moves into a new cell, the proposed MMF will cluster this vehicle as a HSU and initiate the

HO procedure for it with an available channel from the target cell’s HSCH-list. Every time each of these

HSUs moves from one cell to another, the network starts a cell-reselection procedure instead of a HO. If two

vehicles with the same channel get closer than a given threshold (DT in Section 3.8), a HO procedure is

required.

The VFR scheme can be used for all 5G users, but it is more bene�cial and e�ective in a network if it is

used for high-speed users such as CAVs, trains, motorcycles, fast-riding bikes, or human-driven connected-

vehicles. That is one of the reasons for separating HSUs from LSUs based on their reported velocities. This

separation is only at the software level and all the LSUs and HSUs are connected and are using the same

5G infrastructure. The number of channels in each of the HSCH- and LSCH-lists are adaptively controlled

by the network and may change over time to provide maximum QoS and QoE for all 5G users.

To investigate the frequency reuse model in the VFR scheme, consider Z unique channels assigned to

the VFR scheme (HSCH-list). Using the VFR scheme, all vehicles throughout the entire length of the road

could be covered by these channels as long as Z is not too small. The minimum number for Z depends on

the cell sizes, number of road lanes, distance between two consecutive vehicles, the Distance-Threshold (DT

in Section 3.8), and some other parameters. To get a sense of it, two di�erent road scenarios (highway and

a city road) are considered in Table 3.1. In this table, the assumed minimum distances between vehicles
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are less than the road safety requirements. Utilizing larger values for minimum distances may reduce the

minimum number of required channels (Z); however, consideration of future Connected and Autonomous

Vehicles (CAVs) with advanced technologies is essential. Based on the assumed values provided in TABLE

3.1, the HSCH-list of a 5G network with the VFR scheme needs only 72 channels (Z = 72) for highways and

120 channels (Z = 120) for the assumed city. This will service all high-speed users over the entire network’s

coverage area. Be mindful that pedestrians are using the LSCH-list which is a separate group of channels.

3.8 Distance-Threshold

In this section, a metric for the minimum permitted distance, referred to as a Distance-Threshold (DT),

between two CAVs with identical channels (from the HSCH-list) and a tolerable level of co-channel interfer-

ence is derived and investigated. Subsequently, the DT is evaluated based on realistic network parameters

and simulated for a range of SINR values in Section 3.8-A.

The minimum distance between two users with the same channel is calculated based on LOS links and

maximum tolerable interference level. The DT metric speci�es the frequency reuse ratio which de�nes the

minimum number of cells as a gap between two cells using a channel for two di�erent users. For instance, if

DT is equal to n and the jth cell (cell with the Cell ID of CID = j) is using the channel ci, the closest cells

permitted to reuse this channel are CID = j� (n+1). While cells with IDs of CID = fj�1; j�2; :::; j�ng

must reserve channel ci and cannot use it. Therefore, when a channel is used in the cell with CID = j, this

cell will inform n cells on each side of it (through intra-DU, Xn link in inter-gNB, or N2 link in inter-AMF)

to reserve this channel and not use it till future release message. The DT threshold is dependent on the

number of antennas and their gains, beamforming, cell size, frequency range, RSU’s antenna height, and

tolerable SINR.

In this chapter, it is assumed that both the RSU and CAV utilize e�cient high gain antennas. The MIMO

and massive MIMO antenna technologies considered for 5G and the addition of the adaptive beamforming

can help to shape pencil beams and reduce the interference. Using these technologies can decrease the DT

even down to zero, reduce the transmission power for the same signal quality, or improve the SINR. In

this chapter, �xed directional antenna patterns with small sidelobes are considered, without incorporating

adaptive beamforming techniques. RSU’s antenna patch is installed in lampposts of height hLP and evenly

spaced with a distance of dLP from each other. To derive the DT, the analysis will commence with the

Friis formula. The Friis formula for free-space path loss with a large scale fading model, for the considered
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scenario between RSU and CAV, is given by (3.1).

Pr = PtGtGrhtr = PtGtGr
�

�
4�dtr

�2

(3.1)

In (3.1), Pr is the received power, Pt is the transmit power, Gt is the directivity of the transmit antenna,

Gr is the directivity of the receive antenna, dtr is the distance between the transmitter and receiver antennas,

and � is the transmit signal wavelength.

Using (3.1), the SINR (
ij) of the jth RSU from ith CAV in its coverage area with two co-channel

interfering CAVs (one in the front and one at the back) is as follows:


ij =
PrijP

k2N Prkj + n0

=
PtiGtiGrjhijPN

k=1 PtkGtkjGrjkhkj + n0
(3.2)

In (3.2), Pti is the ith CAV’s transmit power, Gti is the antenna gain of the ith CAV in the main lobe,

Grj is the antenna gain of the jth RSU in the main lobe, hij is the channel gain between the ith CAV and

jth RSU. Parameter Ptk is the transmit power of the kth CAV that causes interference for the ith vehicle’s

signal in the RSU. Parameter Gtkj is the kth CAV’s transmit antenna’s side lobe directivity in the direction

of the jth RSU. Parameter Grjk is the jth RSU’s antenna’s reception side lobe gain in direction of the kth

CAV. Parameter hkj is the channel gain between the kth CAV and the jth RSU while n0 is the noise power

and can be calculated with (3.3).

n0 = FkT0W (3.3)

In (3.3), F is the receiver noise �gure, k is Boltzmann’s constant and equal to 1:38 � 10�23, T0 is the

reference receiver temperature in degrees Kelvin (290�), and W is the receiver bandwidth. When discussing

a road section devoid of intersections and featuring separate channel groups for each direction, in (3.2), the

value of N is two. However, with an increase in N, this equation can be applied to di�erent scenarios.

By substituting the channel gain from (3.1) into (3.2) and simplifying Ri = PtiGtiGrj and Rk =

PtkGtkjGrjk , the expression in (3.2) yields.


ij =
Ri
�

�
4�dij

�2

PN
k=1Rk

�
�

4�dkj

�2
+ n0

(3.4)

According to Figure 3.7, the ith CAV which is in the jth RSU is using channel m and is served by this

RSU. On the other side, the kth CAV using the same channel m is ahead of the ith CAV in a few RSU away
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Figure 3.7: Section of the considered road with the ith targeted vehicle and one the interfering vehicles on
the left.

from the jth RSU and interferes with the ith uplink signal. The distance dthld, is the horizontal distance

between the kth CAV and the jth RSU. In most extreme conditions, both interfering CAVs (in the front and

at the back) are at the same distance of dthld away from the jth RSU, thus dkj = d1j = d2j . Rearranging

(3.4) with respect to dkj and de�ning C = 16�2=�2 yields,

d2
kj =

d2
ij
ij

PN
k=1Rk

Ri � Cd2
ij
ijn0

(3.5)

In the worst case scenario, the target vehicle (ith CAV) is located at the jth RSU’s coverage edge and

the two interfering vehicles are both at the DT span of the jth RSU. Hence,

dij =
q
h2
LP + d2

LP =4 (3.6)

dthld � hLP ) dkj u dthld (3.7)

The distance between the ith CAV and the jth RSU when the CAV is at the cell edge is calculated in

(3.6). According to Equation (3.7), when the threshold distance dthld signi�cantly exceeds the height of the

lamppost hLP , it can be inferred that dkj approaches dthld. Consequently, by substituting dij , dkj , Ri, Rk,

and C into Equation (3.5), the minimum distance between an interferer and a RSU is derived.

dthld =

vuut (h2
LP + d2

LP =4) 
ij
PN
k=1 PtkGtkjGrjk

PtiGtiGrj �
� 16�2

�2

�
(h2
LP + d2

LP =4) 
ijn0
(3.8)

The minimum distance between two consecutive CAVs using the same channel is presented in (3.8).

This equation calculates the DT in meters which makes the network’s implementation di�cult as it needs

an accurate location of each vehicle. To normalize it with respect to RSUs’ (average) coverage diameter

alongside the road, the approach involves utilizing the ceiling function to obtain the least integer greater

than or equal to the normalized DT. Additionally, compensating for the half-cell on either side of the target
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jth RSU requires subtracting the RSU’s coverage radius to the result obtained from Equation (3.8). The

average diameter of the cells (RSUs) is equal to the distance between two lampposts (dLP ).

Dthld =
�
dthld � dLP

2
dLP

�
(3.9)

The normalized distance that is de�ned as a Distance-Threshold (DT) Dthld (DT=Dthld) expresses the

minimum distance between two cells using an identical channel in terms of the number of cells. The DT,

represented as a scalar value, delineates the spatial gap between two RSUs when they utilize the same channel

for serving distinct users. In other words, when a vehicle uses a channel in a RSU (jth RSU), the closest

vehicle with the same channel can be only DT RSUs away (in RSUs j � (Dthld + 1)).

3.8.1 Distance-Threshold Evaluation

In this section, the evaluation of the DT equation de�ned in (3.9) is conducted, taking into account realistic

values for the parameters derived from literature and standards. Through computer simulation, the impact

of antenna gains and transmission power on the DT is analyzed, illustrating the behavior of DT concerning

these essential variables.

When deriving the DT equation, it is assumed that the radio units of gNB-DUs are installed in lampposts

and are equidistant from each other. According to Alberta’s highway lighting guide [88], standard Davit

pole heights in highways can be either 13.0 or 15.0 meters. The spacing between the lampposts is in
uenced

by their location, luminaire, and other parameters that need to be designed and calculated accurately, but

mostly ranging between 50 to 100 meters. In this article, a 100-meter lamppost spacing (dLP = 100) is

considered, which is identi�ed as a logical spacing for small cells serving high-speed users according to [65].

In addition to the RSU’s location parameters, consideration of antenna directivity at each end of the

wireless link and transmission power in CAVs is necessary. In [89], Tan and others analyzed three massive

MIMO antenna arrays and investigated their directivity, maximum gain, sidelobe level, and beam pattern

in mm-Wave bands. According to their research, these three types of antennas are almost identical. Hence,

this section considers the UHPA (Uniform Hexagonal Planar Array) antenna for both RSUs and CAVs as a

reference for the antenna parameters and assesses the DT values through simulation. The UHPA antenna

has a maximum gain of 42.63 dB, beamwidth equal to 10.15 degrees and a sidelobe level of -18.86 dB. The

other values of the parameters are based on the literature and are provided in Table 3.2.

The simulation of the DT’s for a range of SINR from zero to 40 dB with other parameters as in Table

3.2, are illustrated in Figure 3.8. This �gure illustrates that achieving a Signal-to-Interference-plus-Noise

Ratio (SINR) of 37 dB (or higher) at the jth RSU may entail the presence of other vehicles utilizing the
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Table 3.2: Parameter value assumptions for the Distance-Threshold simulations.

Parameter Value Unit

Lamppost height 15 m
Lamppost spacing 100 m

Transmit power (CAV) 8 watt
Maximum antenna gain 42.63 dB

First sidelobe level -18.86 dB
Backlobe level -25 dB

Frequency band 28 GHz
Noise Figure 8 dB
Bandwidth 100 MHz

Figure 3.8: Distance threshold respect to SINR.

Figure 3.9: Distance threshold respect to CAV’s transmit power.

Figure 3.10: Distance threshold respect to CAV’s transmit power.
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same channel, with proximity as close as two RSUs away (at the (j � 2)th and (j + 2)th RSUs). However,

in the real world and in the best case scenario, the required SINR in RSU is mostly less than 37 dB and

the DT will be only one RSU between two users using a same channel. The DT equals to ’1’ means that if

a CAV on the jth RSU using the ci channel, only one RSU on either side of the jth RSU cannot use this

channel for another user while the (j � 2)th and (j + 2)th RSUs may use the ci channel for another CAVs.

The plot in Figure 3.9 shows that the DT is independent of CAV’s transmit power for a range of logical

values for transmitting power.

The e�ect of reception antenna gain is the same as the transmit power, and a wide range of antenna

gains does not a�ect the DT. The simulation of DT for a range of receiving antenna gains with SINR of 20

dB, transmit power of 9 dB and other parameters as Table 3.2, illustrated in Figure 3.10.

3.9 Velocity-Threshold

This section presents the Velocity-Threshold (VT) metric that is used by the proposed MMF to separate

low-speed and high-speed users. In addition, the metric is evaluated across two datasets comprising mixed

road users, encompassing a large number of participants. These datasets are derived from a real recorded

vehicle-speed dataset integrated with simulated pedestrian and cyclist speeds, incorporating real statistical

data from the literature.

Low speed group of users include all low-mobility mobile users such as pedestrians, slow-moving cyclists,

electric scooters, and any other 5G users with a speed less than a threshold (VT). On the other hand, the

HSU group covers all high-mobility wireless users such as CAVs, motorcycles, trains, human driven vehicles,

and any other 5G terrestrial users with moving speeds higher than a threshold. To cluster cellular users

based on their speed, the proposed MMF compares users’ velocities with the VT, potentially incorporating

a hysteresis value as previously discussed, and categorizes them into either the LSUs or HSUs groups.

Average road users’ velocity in each section of a road may vary over time and have diverse values at

di�erent times of the day. It also changes from one day to another as it is dependent on many variables such

as number of road users, weather conditions, or time of day. Applying a �xed user separation threshold for

all times is not very practical or e�cient. Also, �nding an accurate mathematical model for this dynamic

environment with variety types and shapes of roads, is very challenging and almost impossible. Machine

Learning (ML) algorithms are employed to calculate the VTs based on the current conditions of a road. For

simplicity and e�ectiveness, the model relies on users’ reported velocities, as other variables such as weather

and road conditions are implicitly captured in these speeds. Supervised learning algorithms require a labeled

training dataset encompassing various weather and road conditions, which is impractical. Consequently, the
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K-Means clustering algorithm, an unsupervised ML technique, is utilized to determine the VTs for di�erent

sections of a road.

As it was mentioned before, each gNodeB (or gNB-CU) has multiple gNB-DUs and each gNB-DU controls

several cells (RSUs) and there could be tens of user (cars and pedestrians) in each cell. So, each gNB-CU

might be servicing hundreds of users, which means it has access to their velocities. Therefore, each gNB-CU

has enough speed samples to �nd the VTs for its entire coverage area or divide its coverage area into multiple

sections and �nd VTs for each part discretely if it covers variety types of roads. However, in continuous

sections of a road for a gNodeB or in a road covered partially by multiple gNodeB, each gNodeB may

communicate with its neighbours to align and adjust their VTs with each other. Then, the MMF in each

gNB-CU, uses these VTs to cluster their users and assigns HSCH or LSCH channels accordingly.

Although the average speed of road users, particularly vehicles, changes over time, this change is normally

very slow and needs at least a few seconds or more. Therefore, gNodeBs do not need to run the ML algorithm

for each UE’s report and calculate the VTs. For instance, if a gNodeB servicing 1000 high-speed users, a

few speed changes barely a�ect the previously calculated VTs. This means that gNodeBs need to update

their VT metrics over relatively long time intervals between each update. So, gNodeBs have enough time

and processing resources for a simple K-Means algorithm. The K-Means algorithm can be executed only

every few seconds, whereas the MMF procedure is checked at each time-step upon receiving a measurement

report. It should be noted that the VT calculation process is independent of the mobility management

process (MMF), but the resulting values are used by the MMF.

In this system, RSUs are located in the road median and support both directions of the road including

pedestrians on sidewalks. That means, the reported speeds include both positive and negative velocities (for

each direction of the road). So, after clustering them, at least three groups are required. This means two

VT values are needed, one VT in the positive range to distinguish positive-speed vehicles from pedestrians

and likewise one VT for negative speeds. These three clusters include one for LSUs (e.g., pedestrians with

either positive or negative speed, parked vehicles, or stationary devices) and one cluster for each direction

of the road for HSUs (positive and negative velocities).

The cost function for the K-Means algorithm is a sum of squared of the distance between reported

velocities and their currently assigned cluster as given below.

J(c1; :::; cI ; �1; :::; �K) =
IX

i=1

d2 (xi; �ci) (3.10)

In (3.10), ci is the index of the cluster to which the ith data point (xi) is currently assigned. The parameter

�k is the kth cluster centroid and the �ci is the centroid position of a cluster that data point xi is assigned.
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The parameter d (xi; �ci) is the distance between the xi data point (the ith user’s velocity) and its assigned

cluster centroid �ci according to the d(:; :) distance metric. The goal is to �nd centroid locations iteratively

such that the optimization problem in (3.11) is satis�ed.

min
c1;:::;cI ;�1;:::;�K

J(c1; :::; cI ; �1; :::; �K) (3.11)

The most common and frequently used distance metric for K-Means algorithm is the Euclidean distance.

In one dimensional dataset, the Euclidean metric in a K-Means algorithm sets the clusters’ separation point

(threshold) exactly at the middle point between two cluster centroids. The equal distance of a threshold

from the centroids in a Euclidean-based K-Means is a useful clustering tool for databases with almost equal

variances in each group of data points (cluster). However, it is not useful in this case where the HSU might

have much higher variances (a wider spread of points around their mean value) of velocities than the LSU.

There are many distance metrics that can be used for the K-Means algorithm, but each of them has its own

use cases. For this application, the best distance metric is proposed in Chapter 2 which assigns more share

of space to the centroids with larger values (higher variances at higher velocity ranges). This distance metric

is provided in (3.12) for one-dimensional data.

d(x; y) =
jx� yj
p
jxj+ jyj

(3.12)

In this research, only the users’ velocities along the road are utilized, consolidating data into a single scalar

value per user for potential quantization to alleviate Uu links’ communication load. To further streamline

wireless tra�c, the network can disseminate Velocity Thresholds (VTs) to all users, allowing them to compare

their velocities and transmit their group classi�cation (LSU, positive-HSU, negative-HSU) using only two

bits. The dissertation operates under the assumption that speed comparisons with VTs and clustering occur

within the gNB-CUs.

3.9.1 Velocity-Threshold Evaluation

In this section, the simulation results of the Velocity-Threshold calculation and users’ clustering using the

K-Means algorithm in a two-way road with sidewalks and pedestrians in both directions are presented. The

HighD dataset, as introduced in [87], serves as the source of real-world vehicle velocity sample points recorded

on sections of two-direction highways in Germany.

Due to the unavailability of a pedestrian database for sidewalks (low-velocity mobile users), random

velocity samples are generated for pedestrians and combined with the vehicle dataset. To ensure realistic
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pedestrian gait samples on sidewalks, real pedestrian statistics from the literature are utilized to generate

low-speed velocity data points.

Pedestrian velocities are simulated using a normal distribution with a mean of 1.25 m/s and a standard

deviation of 0.3 m/s in all directions, incorporating both positive and negative velocities based on studies

outlined in [40]. The number of pedestrians per road section is generated using a uniform distribution with

an average of 20 and a standard deviation of 5, encompassing both positive and negative velocities.

The HighD dataset is a bird’s eye view of almost 400 meters of highways in Germany with two or three

lanes in each direction which includes 60 recordings in six di�erent locations. It contains the location of each

vehicle, their relative position and their velocity with a frequency of 25 Hz in sections of highways without

tunnels and harsh weather conditions. Track 25 of the HighD dataset is utilized for simulations, comprising

a 412-meter segment of a highway with three lanes in each direction. Utilizing the HighD dataset, the road

conditions speci�ed within it, including the number of lanes, length of the observed highway section, and

weather conditions, determine the features of the simulation roads. The observed 412 meter of a road can be

covered with four small-cells where each has an average coverage diameter of 100-meter that is compatible

with the considered system model assumptions in Section 3.4. In reality, a gNB-CU may consider more

cells together to calculate the VTs in this kind of road; however, the analysis is constrained by the available

recording size.

The input data to the simulation process are unlabelled, which means that the clustering algorithm has

no information about a data point (whether it is a pedestrian or a car). Therefore, the algorithm’s input

dataset is just a list of rational numbers (signed decimal values) representing users’ velocities. The VT

algorithm, clusters these data points into K clusters, where in this section K = 3 in Figure 3.11 and K = 5

in 3.12. To visualize the clustering results of the algorithm, distinct colors and symbols are employed for

each cluster’s velocity points. All the simulations in this dissertation are implemented using the Python

programming language.

Figure 3.11 shows the Velocity Thresholds (VTs) and clustering results of �ve random snapshots (frames)

of the highway with randomly generated pedestrian velocities. The horizontal axis is the velocity of mobile

users in meters per second and the vertical axis shows various time slots. In Figure 3.11, data points are

clustered in three groups (LSU, HSU-positive, HSU-negative) with unique colour and symbol for each cluster.

This �gure also includes the VTs (two thick vertical lines in red) and the clusters’ centroids (three thin cross

symbols in cyan). User’s velocity points in the cluster for HSUs with negative velocities (one direction of

the road) are shown with � symbol and magenta colour, that includes the points on the left side of each

frame in Figure 3.11. Users clustered in the positive-velocity-HSU group are shown with � symbols in blue

colour on the right side of each time frame. Finally, in the middle section of each time frame, the data
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Figure 3.11: Velocity threshold and K-means algorithm with three clusters in a two-way road for �ve random
moment of time.

points clustered by the algorithm as the LSU group are indicated with � symbol and green colour in Figure

3.11. As mentioned above, the VT values (separation threshold between clusters) are exhibited with two

red vertical lines in each time frame of Figure 3.11. Comparing the left red line (VT for negative speeds)

at various points in time along the vertical axis highlights the signi�cance of adaptively adjusting the VT

over time. Moreover, by comparing the positive and negative VT at each instance in time, such as t5 at the

top of Figure 3.11, it can be observed that the VT can be very di�erent for each direction of the road. It is

because the average speed in each direction is independent of the other side.

On a road with multiple lanes in each direction, there could be two noticeably di�erent 
ows of tra�c in

each direction where cars in one or two lanes are driving considerably faster than the other lanes on the same

direction. Another instance of notable velocity di�erence between two groups of HSUs in one direction of a

road could be the presence of a bike lane alongside of a road. In these scenarios, the algorithm could cluster

users into �ve groups and calculate four VTs to even separate these two group of HSUs in each direction

and decrease the number of HOs. These �ve mobility states could be named as HSU-high-negative (� in

magenta), HSU-low-negative (� in green), LSU (� in dark blue), HSU-low-positive (� in light blue), and
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Figure 3.12: Velocity threshold and K-means algorithm with �ve clusters in a two-way road for �ve random
time slots.
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HSU-high-positive (+ in magenta) from left to right on Figure 3.12 and along the horizontal axis. In this

�gure, �ve random occasions with various user-velocity ranges are presented and users are clustered into �ve

groups. By comparing the clustering result in this �gure, it could be concluded that in some cases using

�ve clusters could be helpful but not always. In certain conditions, such as at t3 as depicted in Figure 3.12,

pedestrians exhibiting negative velocities are observed to be classi�ed within the HSU group, potentially

leading to an increase in the number of higher-order observations (HO). In this case, using four clusters or

merging green and blue clusters can solve the problem, but it increases the implementation complexity. In

general, to select the optimal number of clusters K in the K-means algorithm, another algorithm with a

cost function and optimization objectives to minimize the number of HOs can be used. However, that will

increase the processing load and complexity. Therefore, there is a trade-o� between the optimal number of

clusters and implementation complexity. In most cases, K = 3 is considered a safe choice for the number

of clusters on two-way roads, while K = 2 is deemed su�cient for one-way roads, as employed in the MMF

model.

In the previously discussed VFR scheme, the VT values do not require updating for each vehicle. In fact,

it only needs to be updated once every few time steps, since the change rate of the average velocity in one

direction of a road is low. Therefore, an occasional update of the VT metrics works just �ne and protects

the network from extra processing load and unnecessary HOs. The convergence time in the VT algorithm is

very fast and in simulations of the VT algorithm with the Python programming language, it converges in less

than 17 milliseconds with a personal computer. However, in the 5G network it is expected that the algorithm

is implemented in machine languages such as C and optimized to run much faster than the simulation with

Python code. Moreover, in powerful and high performance gNB-CU machines, the convergence time could

be considerably less than this simulation time. As a result, the computational time of the VT processing

time is considerably less than the required update rate and the network can easily handle the processing

load of the proposed algorithm.

3.10 Performance Comparison

To demonstrate the performance improvement of the proposed VFR scheme in comparison with the conven-

tional channel allocation scheme, the number of handovers in a section of a two-way road with two lanes in

each direction is compared. This road is serviced with small-cells (RSUs) and each RSU has 100 meters cov-

erage radius as is shown in Figure 3.3. RSUs are using 26 GHz frequency band (FR2-1) with Time Division

Duplex (TDD) mode and 100 MHz channel bandwidth. The 26 GHz frequency band’s range is 24.250 - 27.5

GHz, that is 3.250 GHz bandwidth for both uplink and downlink that could provide 32 channels with 100
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MHz bandwidth. So, in both schemes 32 channels are used to service all users. That means the HSCH-list

of the VFR scheme has 32 channels in it. In these simulations, no consideration is given to any LSU, as

the VFR scheme is speci�cally de�ned for HSUs. Hypothetically, if LSUs were present, they would utilize

di�erent frequency bands. Additionally, the Distance-Threshold for the VFR scheme remains constant at

one (DT = 1) throughout all simulations in this section. The VT parameter is deemed irrelevant as only

HSUs are considered in this part.

As it is mentioned in Section 3.3, there is no other method to reduce the number of HO in 5G small-cells

with mm-Wave bands for high-speed users. Therefore, this study compares the performance of the proposed

method with the existing 5G mobility management scheme, according to the 3GPP’s model referred to as

conventional networks in this chapter.

In accordance with conventional networks, each time a user transitions from one cell to another, a new

channel is allocated via the Handover (HO) procedure. This process determines the number of HOs for

traditional networks in these simulations. Intra-cell handovers resulting from physical barriers, multipath

e�ects, and small-scale fading are neglected in the assumed model featuring small cells and mm-Wave bands.

It is assumed that the likelihood of intra-cell handovers is low and has an equal e�ect on both compared

methods. So, it can be removed from both results without a�ecting their relative comparison result.

The location of vehicles on this road is generated randomly with realistic features. Each vehicle has at

least 2 seconds of safety distance from the other vehicle ahead of it in the same lane in accordance with the

road safety rules. The entrance time of vehicles in each lane follows a gamma distribution with shape and

scale parameters equal to one in addition to the two seconds safety space to be more realistic and compatible

with random behaviour of vehicles. The gamma distribution was employed for vehicle spacing to ensure

that autonomous cars maintain a minimum two-second distance from the preceding vehicle, as this distance

cannot be negative. So there should be no tail on one side of the distribution. On the other side, to optimize

fuel economy and road e�ciency, CAVs need to minimize their spacing which would be close to two seconds

distance. Therefore, the gamma distribution is a good choice to keep cars as close to each other as possible

and still have random behaviour. The average velocity of all CAVs is 110 km/h (30.56 m/s) while the start

and end velocity of each vehicle is generated using a normal distribution of mean 30.56 m/s and standard

deviation of one. Therefore, each vehicle can change speed while passing this section of the road. The total

simulation time depends on the number of RSUs, number of vehicles, and their velocities.

Figure 3.13 compares the number of HOs for di�erent number of road users (CAVs) per lane in a section

of the road serviced by 10 RSUs in the road median. In light of the substantial di�erence between the

number of handovers (HOs) in the traditional network and the metric proposed in this study, a logarithmic

scale was employed on the y-axis. For traditional networks, the number of HOs is equal to the number of
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Figure 3.13: Number of handovers in 10 RSUs for di�erent number of vehicles per lane.

vehicles multiplied by the number of RSUs. So, it linearly increases with the increasing number of users or

number of RSUs. On the other hand, in the proposed scheme, HO is only required if two HSUs (CAVs)

get too close to each other which rarely occurs. In the simulation of this scheme, each time a HSU needs

a HO, the new channel for this vehicle is randomly (with uniform distribution) selected from the list of all

available channels. In the proposed scheme, given the random selection of channels, movement of vehicles,

and very low handover (HO) rate, the output result for one iteration may exhibit irregularities. Therefore,

the Monte-Carlo method is employed with 500 iterations for each point, and the �nal result is obtained by

averaging the number of handovers. This causes fractional numbers of HOs in this graph. These fractional

numbers of HOs are more noticeable for lower number of users, since in the VFR scheme the HO occurrence

rate is very low and accordingly the average will be just a fractional number less than even one (e.g., the

�rst point of the red graph in Figure 3.14).

In Figure 3.13, the horizontal axis shows the number of simulated vehicles in each lane. Therefore, the

total number of vehicles on the road is four times the number on X-axis. This �gure shows a remarkable

reduction of the number of HOs in the proposed method compared with the traditional cellular network

without any considerable processing cost or any change in the network infrastructure. Moreover, similar to

the traditional cellular networks, the number of HOs in the proposed VFR scheme increases linearly with

the number of users on the road. A comparison of the number of HOs between the two simulated schemes in

Figure 3.13 reveals a consistent reduction in HO rate of over 99% and up to 99.96% in the proposed method

(VFR scheme) for any number of users. It’s important to note that the signi�cant decrease in HOs only

applies to inter-cell handovers for high-speed users. This change doesn’t impact other types of handovers.
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Figure 3.14: Number of handovers for 500 users per lane for di�erent number of RSUs.

Figure 3.14 shows the number of HOs for di�erent number of RSUs while the total number of users

on each lane is �xed. In this �gure, 500 connected and automated vehicles (CAVs) are considered in each

lane, employing a Monte Carlo algorithm with 500 iterations. The remaining simulation parameters align

with those depicted in Figure 3.13. The horizontal axis illustrates the number of RSUs considered, while

the vertical axis displays the occurrence of HOs at each equivalent number of RSUs for 500 CAVs passing

through each of the four lanes. To address the signi�cant variation in handovers corresponding to di�erent

user counts, a logarithmic scale was applied to the y-axis. This �gure shows that the number of HOs in both

methods linearly increases with the number of RSUs. However, the proposed VFR scheme has over 99% HO

reduction compared to the traditional channel allocation scheme. In Figure 3.14, the number of HOs for

the proposed method at 5 RSUs is zero (or negative in�nity in logarithm) which explains the disconnection

between the 5 and 10 RSUs for red line. Since the number of HOs for 10 RSUs were zero or very small in

most of the iterations (500 Monte-Carlo iterations), their average is slightly less than its actual value. By

increasing number of Monte-Carlo iterations, the average HO rate will get closer to the expected value in

low number of RSUs and the graph will increase smoothly. However, the number of HOs for 15 or more

RSUs are the expected value and will not change by the increasing the number of Monte-Carlo iterations.

3.11 Conclusion

In this chapter, a new Vehicular Frequency Reuse (VFR) scheme is proposed, aiming to enhance cellular

network performance for high-speed 5G users, encompassing CAVs, human-driven cars, and trains. The

proposed scheme is a user-centric channel allocation scheme for 5G terrestrial high-speed users serviced by
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the 5G-NR small-cells with FR2 (mm-Wave) bands. To establish the VFR scheme in the 5G network, a

new mobility management function was designed, incorporating a novel cell reselection procedure tailored

for high-speed users in the RRC-Connected state within the framework of the VFR scheme. The VFR

scheme is completely compatible with the 5G and works with the existing network infrastructure without

any hardware changes. The proposed mobility management function that applies the VFR scheme along with

the traditional channel allocation scheme, can be easily added to any gNodeBs (NG-RAN nodes) with only

a software patch update in network nodes. Additionally, a Distance-Threshold (DT) metric was introduced

to calculate the minimum allowed distance between two CAVs utilizing the same channel. Another metric,

named the Velocity-Threshold (VT), is proposed and uses the K-Means clustering algorithm to calculate

thresholds to separate low-speed and high-speed users in each direction of a road by their reported velocities.

Hence, high-speed users are controlled by the proposed user-centric VFR scheme while low-speed users are

managed by the traditional cell-centric channel allocation scheme. The simulation results show that the

proposed scheme, reduces the number of handovers for high-speed CAVs by over 99% compared with the

traditional scheme.
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Chapter 4

Power Allocation

4.1 Introduction

The cellular network is continuously evolving to respond to the growing demands of wireless users for more

extensive connections with higher quality of service across various �elds and applications. Intelligent Trans-

portation Systems (ITS) represent one emerging �eld that can bene�t from cellular connections. Autonomous

vehicles leverage diverse types of sensors for environmental perception to navigate on the road in disparate

road/weather conditions. By adding the communication capability to autonomous vehicles, connected au-

tonomous vehicles (CAVs) can take advantage of the added information and processing resources for safer

driving. CAVs can access edge/cloud processing resources, high-speed Internet connection, and other safety

features through cellular connections. Also, CAVs can use the added data through wireless communication

to enhance their decision-making con�dence, improve drive safety and control, and increase commutation

ease and pleasure. Vehicles’ fast-moving ability, high data rate requirement for safety and infotainment sys-

tems, and their battery-powered energy source call for e�cient resource allocation in their cellular connection

links [91], [92], [93], [94].

One of the promising technologies to connect CAVs to the Internet, cloud infrastructure, and edge

computing resources is the Fifth-Generation (5G) networks. CAVs communicate with the Road Side Units

(RSUs) installed alongside the road to connect to the 5G network. Power allocation is a crucial task in wireless

communication, especially in Vehicle-to-Infrastructure (V2I) connection between a CAV and a 5G RSU, due

to the variety of di�erent types of battery-powered users [4]. E�cient power allocation can signi�cantly

improve connection quality, energy e�ciency, and spectral e�ciency [95]. The high mobility of CAVs and

the small diameter of mm-wave cells in 5G make e�cient resource allocation more challenging [96]. Intelligent
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uplink power control can reduce co-channel interference at RSUs, enhance link reliability, guarantee users’

quality of service, save on users’ energy consumption, improve network capacity, and boost communication

performance.

The 5G’s uplink power control, based on the 3rd Generation Partnership Project (3GPP) standard,

is a sophisticated mechanism. It relies on measurement reports from users that contain various variables

measured at the user equipment. This mechanism aims to establish a balance between providing the desired

quality of service and minimizing interference for other users. Like previous generations, 5G’s power control

includes both open-loop and closed-loop control. The closed-loop power control uses techniques like Transmit

Power Control (TPC) to dynamically adjust the users’ power level at each time step in an iterative manner.

Hence, for a new user or a signi�cant change in the channel condition, it might take several time steps for

TPC to get to the right power level [97].

Many researchers are working on power control algorithms for 5G networks with di�erent objectives.

Most of the recent publications are focused on downlink channels, Vehicle-to-Vehicle (V2V) and Device-

to-Device (D2D) links, Non-Orthogonal Multiple Access (NOMA) systems, and Unmanned Aerial Vehicle

(UAV) aided networks [98], [99], [100], [101]. Resource allocation methods in uplink connection can be divided

into two general groups of centralized and distributed methods. In distributed systems, each user makes a

decision for their own power based on its algorithm and assumptions on other users’ decisions [102], [101].

The centralized power control algorithms are mainly gNodeB-based, where a gNodeB collects the channel

conditions from all users, makes decisions for all users, and sends the power commands to users [103], [104].

To the best of current knowledge, there is currently no power control mechanism implemented for the uplink

channel in a 5G network using the Proximal Policy Optimization (PPO) algorithm speci�cally designed for

vehicular networks.

In this chapter, a novel power control algorithm for vehicular users in 5G networks at millimeter-wave

(mm-wave) bands is proposed, leveraging a Deep Reinforcement Learning (DRL) approach. The objective

is to achieve the required capacity by minimizing power consumption at the user end, using only quantized

reported values available at the gNodeB. The PPO algorithm is used to train a Deep Neural Network and

the trained model is used in each gNodeB for power control for all users under its coverage. The proposed

scheme relies solely on the available information at the gNodeB by users’ reports, and it is compatible with

the current structure of the 5G network standardized by 3GPP. Similar to the conventional 5G network, the

uplink power level and resource allocation decisions are made at the gNodeB and then sent to users over

downlink control channels. The key contributions of this chapter are as follows:

� A new power control algorithm for uplink channels in a 5G vehicular network with small cells over
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mm-wave bands. The objective is to minimize the achieved capacity error from the desired capacity

while satisfying the required Quality of Service (QoS). This is achieved by considering the individual

user power level and minimizing user power consumption.

� A DNN with a novel discrete state space and action space in the Radio Resource Control (RRC)

function of a gNodeB’s central units. This model makes centralized decisions for each gNodeB’s users

and improves the downlink power control command data tra�c.

� A PPO algorithm with a novel actor-critic architecture to train the DNN model. The proposed struc-

ture can adapt the model to the vehicular environment changes with a controlling parameter to prevent

divergence, eliminating the need for a massive storage space to keep replay bu�er data.

� A Design of an innovative reward function to e�ectively assist the PPO algorithm in satisfying the

optimization function’s requirements. The proposed reward function can be easily adapted to include

any number of parameters e�ective in power control.

� An extensive numerical simulation to compare the performance of the proposed model with multiple

power control models. The simulation results show that the proposed system outperforms other models

and satis�es the desired objective.

The rest of this chapter is organized as follows. The background of the conventional power control, DRL,

and PPO algorithms is brie
y investigated in Section 4.2. The related research works in power control for

5G’s uplink channel are reviewed in Section 4.3. In Section 4.4, the system model, problem formulation,

and assumptions are presented. The PPO-aided DRL-based power control model is presented in Section 4.5.

The simulation results and comparison with the reference algorithms are studied in Section 4.6. Finally, the

conclusion is provided in Section 4.7.

4.2 Background

This section brie
y provides background information about the most common power allocation algorithms

in wireless communication. Following that, the power control mechanism in 5G networks is explained based

on the 3GPP standard documents. Afterwards, brief descriptions of the PPO algorithms are provided.

4.2.1 Generic Power Allocation Algorithms

In this section, we conduct a brief review of several power allocation algorithms discussed in the literature,

such as equal power allocation, max-min fairness, channel inversion, water-�lling, proportional fairness, and
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others, outlining their respective advantages and disadvantages. Additionally, we provide reasoning for the

incompatibility of comparing the results of the proposed power control algorithm with certain algorithms

from this pool.

� Equal Power Allocation: In the equal power allocation strategy, the same power level is given to

all users. It’s straightforward to implement and doesn’t require much computing power, but it doesn’t

guarantee fairness among users. This approach works well when users have similar channel conditions

and data rate needs, or when simplicity is crucial [105]. This strategy can be used in both uplink and

downlink communication scenarios.

� Max-Min Fairness: This algorithm aims to maximize the minimum data rate among users through

an iterative resource allocation process. It serves as a viable solution for environments where a baseline

data rate must be guaranteed for all users while striving for data-rate fairness. However, one drawback

of this algorithm is its potential to result in a lower overall network data rate. This is because more

power may need to be assigned to a link with a poor channel condition, leading to unbalanced power

allocation and increased interference for other links [106], [107]. Hence, the objective of this algorithm

does not align with the purpose of the proposed algorithm, rendering any comparison of their results

is unproductive and insigni�cant.

� Channel Inversion Power Allocation: In this algorithm, the assigned power to users is relevant

to the inversion of their channel gain to keep a constant value for Signal to Noise Ratio (SNR). The

advantage of this algorithm is a constant data rate at each channel according to the determined value

as long as the assigned power does not exceed the maximum power limit. The disadvantages of this

algorithm include the need for channel state information at the transmitter, and chances of poor

power e�ciency [108]. Since this algorithm relies on the channel gain, and given that the channel

gain is unavailable according to the system model under consideration, it’s not feasible to compare its

performance with this algorithm.

� Water-Filling Algorithm: The Water-Filling Algorithm aims to maximize a network’s total capacity

by allocating power to users based on their channel conditions, considering both channel gain and noise

level for power allocation. This algorithm assigns more power to a link with better channel quality

to increase the total data rate, while it may allocate no power to very weak channels. The original

Water-Filling Algorithm is solely based on SNR and does not consider interference. Additionally, it

is designed for centralized transmission from one source to multiple receivers, making it unsuitable

for an uplink scenario to control the power level of multiple distributed users with a single channel
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per user [108], [107]. So, it is not feasible to use it for comparing the performance of the proposed

algorithm with it.

� Proportional fairness Algorithm: This algorithm aims to provide resource allocation fairness with

the goal of maximizing the system utility function. In this algorithm, each user gets a share of each

resource with three conditions: 1) the share of each user from each resource is non-negative; 2) the

sum of allocated shares of one resource to all users is equal or less than the capacity of that resource;

and 3) the current allocated share of resources is the maximum possible share as provided by [109].

Proportional fairness can be computationally intensive, and there is a trade-o� between fairness and

total throughput in the system. The algorithm’s formulation doesn’t support its use in distributed

transmitter applications [109], [107]. So, it cannot be used as a benchmark to compare results with

the proposed algorithm.

4.2.2 3GPP-based Power Control Algorithm

The power control algorithm in uplink transmission of 3GPP-based 5G sets the power level for Physical

Uplink Shared Channel (PUSCH), Physical Uplink Control Channel (PUCCH), Sounding Reference Signal

(SRS), and Physical Random Access Channel (PRACH) channels [97]. At each time-step, each active User

Equipment (UE) calculates its own uplink transmission using the controlling parameters provided by the

5G network (gNodeB). The radio resource management function resides in the central unit of gNodeBs, and

one of its responsibilities is to prepare all of these power control parameters and send them to UEs through

the RRC messages. The main source of these power control parameters is the UE’s serving gNodeB, but

in some cases such as a handover process, some of the parameters might come from the other components

such as from the 5G core network. The gNodeB sets these parameters based on the gathered measurement

reports from the UEs under its coverage and makes decisions for all of them.

In this section, the 3GPP-based power control mechanism tailored for 5G networks is explored. This

fundamental equation serves as the cornerstone for the subsequent simulations, providing a benchmark

for evaluating the experimental outcomes against established standards. According to 3GPP’s Technical

Speci�cation (TS) in [97], a UE determines its power level on the PUSCH channel at time-step i on uplink

Bandwidth Part (BWP) b of carrier f of serving cell c using (4.1). In this equation, j is the parameter

set con�guration index, qd is the Reference Signal (RS) index for the active downlink BWP, and l is the

PUSCH power control adjustment state index. The PCMAX;f;c(i) is the maximum output power con�gured

for UE at carrier f of serving cell c at transmission occasion i which is further explained in clause 6.2.4

of [110]. The variable � is the Sub-Carrier Spacing (SCS) as described on clause 4 of [111], and MPUSCH
RB;b;f;c(i)
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PPUSCH;b;f;c(i; j; qd; l) = min

(
PCMAX;f;c(i); PO PUSCH;b;f;c(j) + 10log10

�
2�:MPUSCH

RB;b;f;c(i)
�

+

�b;f;c(j):PLb;f;c(qd) + �TF;b;f;c(i) + fb;f;c(i; l)

)

(4.1)

PO PUSCH;b;f;c(j) = PO NOMINAL,PUSCH;f;c(j) + PO UE PUSCH;b;f;c(j)
PO NOMINAL,PUSCH;f;c(j) =

8
>>>>>><

>>>>>>:

PO PRE + �PREAMBLE,Msg3 if Type-1 RA, j=0, P0-PUSCH-AlphaSet not provided
PO PRE + �MsgA PUSCH if Type-2 RA, j=0, P0-PUSCH-AlphaSet not provided
P0-NominalWithoutGrant if j=1, P0-NominalWithoutGrant is provided
PO NOMINAL,PUSCH;f;c(0) if j=1, P0-NominalWithoutGrant is not provided
P0-NominalWithGrant if j 2 f2; :::; J � 1g, P0-NominalWithGrant is provided
PO NOMINAL,PUSCH;f;c(0) if j 2 f2; :::; J � 1g, P0-NominalWithGrant is not provided

�TF;b;f;c(i) =

8
<

:

10 log10
��

2BPRE:Ks � 1
�
:�PUSCH

o�set
�

if Ks = 1:25
0 if Ks = 0
0 if PUSCH transmission is over one layer

BPRE =

8
>>><

>>>:

C�1X

r=0

Kr

NRE
if PUSCH transmission with UL-SCH

Qm:
R

�PUSCH
o�set

if CSI transmission in a PUSCH without UL-SCH data

fb;f;c(i; l) =

8
>>>>>>><

>>>>>>>:

fb;f;c(i� i0; l) +
C(Di)�1X

m=0

�PUSCH;b;f;c(m; l) if tpc-Accumulation is not provided

�PUSCH;b;f;c(i; l) if tpc-Accumulation is provided
�Prampup;b;f;c + �msg2;b;f;c if i = l = 0, and UE receives a random access

response message
�Prampup;b;f;c if i = l = 0, and UE transmits the PUSCH
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is the bandwidth of the PUSCH resource in terms of number of resource blocks. PLb;f;c(qd) is the UE’s

estimation of downlink pathloss using RS. BPRE stands for Bits Per Resource Element, NRE is a number

of resource elements, �PUSCH;b;f;c(i; l) is a TPC command value included in a Downlink Control Information

(DCI) format that schedules the PUSCH.

The value for each of these parameters and the other states and variables, that have not been described

here as there is no title or description in [97], get their values from RRC messages. Depending on the

conditions, each of them obtains its value from a di�erent parameter. This implies that, in most cases, there

are multiple conditions for each of the aforementioned states and parameters. As can be seen, the uplink

power control equation in 5G is very complicated and depends on many parameters, as well as the algorithm

to select the value of each of these parameters.

According to Table 6.2.1.0-1 of [110], seven UE power classes are de�ned for the 5G network, where class

2 is considered for vehicular UEs. The values of the minimum and maximum output power for di�erent

operating bands of class 2 users are presented in clauses 6.3.1.2 and 6.2.1.2, respectively. The E�ective

Isotropic Radiated Power (EIRP) has a maximum output power value of 43 dBm across all operating bands,

representing both the emitted power and transmitter antenna gain.

The uplink messages on PUCCH carry the UE’s measurement reports, including Signal to Interference

plus Noise Ratio (SINR), Reference Signal Received Power (RSRP), Reference Signal Received Quality

(RSRQ), and Received Signal Strength Indicator (RSSI) [112]. The downlink messages on the Physical

Downlink Control Channel (PDCCH) transfer the RRC messages, such as power control commands and

other controlling data, to the users. To minimize the number of bits needed for transmitting these values

over the air interfaces, the 5G network transfers quantized mapped values. The SINR report mapping

equation, as presented in clause 10.1.16 of [113], is as follows.

SINR Reported value = bSINR � 2 + 47c (4.2)

where SINR is measured in dB, and the reported SINR value is limited between 0 (equivalent to values less

than -23 dB) and 127 (for SINR values equal to or larger than 40 dB).

4.2.3 Proximal Policy Optimization Algorithm

The PPO is an algorithm for solving Reinforcement Learning (RL) problems that directly optimizes the

policy using stochastic gradient ascent. The PPO algorithm features updating its objective function through

multiple mini-batches of observations obtained by interacting with the environment [115]. The objective
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function of PPO is as follows.

L(s; a; �) = min (ri(�)Ai; clip(ri(�); 1� �; 1 + �)Ai) (4.3)

where, ri(�) is the ratio as presented in (4.4) and Ai is the advantage function at time-step i. The hyper-

parameter � controls the maximum change of the objective function, and the clip function is provided in

(4.5).

ri(�) =
��(aijsi)
��old(aijsi)

(4.4)

clip(ri(�); 1� �; 1 + �)Ai =

8
><

>:

(1 + �)Ai Ai > 0

(1� �)Ai Ai < 0
(4.5)

In (4.4), ri(�) represents the ratio of the policy � with updated parameters vector � to the old policy

with the old policy parameters vector of �old at time-step i in state si with action ai.

4.3 Related Works

In this section, recent research on power control algorithms for 5G networks is brie
y reviewed. The main

focus is on RL-based uplink power control algorithms designed for vehicular users in 5G networks with small

cells, utilizing mm-wave frequency bands.

The power control algorithm has been investigated for various links involving autonomous vehicles, in-

cluding links between vehicles and UAVs, as well as between vehicles themselves. In [116], researchers aim to

optimize power allocation with the objective of maximizing the total data rate for each UAV in the downlink

channel of a UAV-assisted vehicular network. In [117], the problem of joint power and bandwidth allocation

for V2V links is investigated, employing the PPO algorithm for resource allocation, with each V2V link or

vehicle acting as an agent. Zhang et al. in [118], studied relay selection and power allocation for sub-6 GHz

in multi-hop vehicular networks using a centralized hierarchical DRL in an RSU. The RSU provides support

for sub-6 GHz (for broad coverage) and mm-wave (for high-bandwidth short-range communication). Two

Deep Q-Network (DQN) models are employed in the RSU: one for relay selection and the other for power

allocation in D2D links.

The power control algorithm for V2I links can be categorized into two main groups: downlink and uplink

power controls. There is a key di�erence between these two types of power control algorithms. Downlink

transmission originates from a centralized location, typically a gNodeB, and is directed towards multiple

distributed users. Consequently, a total power limit must be equitably distributed among di�erent links,
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with all processing occurring in a single central unit. Conversely, uplink transmission emanates from multiple

distributed sources to a central receiving unit (gNodeB). Thus, each transmitter (or link) operates within

its own transmission power limit. Furthermore, the uplink power control algorithm can be either centralized

or distributed, each with its own set of advantages and disadvantages, as discussed below.

The downlink power allocation algorithm is investigated in [119], [120], [121], [100], and [101]. In [119], the

authors explore downlink power allocation and user association to base stations (BSs) in ultra-dense small-cell

mm-wave 5G BSs using a Q-learning algorithm. Their proposed algorithm aims to maximize the sum capacity

and ensure the required QoS for users by appropriately distributing power between BSs. Furthermore, the

problem of power allocation and resource management in 5G’s mm-wave small cells is studied in [120], where

the authors propose a sub-optimal solution for maximizing the sum rate on the downlink channel. Spectrum

and power allocation in ultra-dense networks are addressed in [121] with the goal of achieving a trade-o�

between spectral e�ciency, energy e�ciency, and throughput fairness using DRL. In [100], the problem

of joint power control and channel allocation in downlink transmission in Wireless Local Area Networks

(WLANs) with multiple access points is solved using the Q-learning algorithm. Authors in [101] solved

the power allocation problem jointly with handover management with a multi-agent PPO with centralized

training to maximize the throughput and reduce the handover frequency. They considered a macro BS with

multiple mm-wave small BSs in downlink communication with multiple agents and centralized training at

the macro BS. The power control in a vehicular network for video delivery and caching service, involving

a macro BS and multiple mm-wave BSs, is examined in [122]. The authors employed Deep Deterministic

Policy Gradient (DDPG) for optimal power allocation alongside cache allocation in downlink transmission.

As mentioned above, the uplink power control for cellular users in the V2I link can be divided into two

general groups: centralized and distributed management [105]. The centralized power control algorithms

mainly reside in the gNodeB, where the gNodeB gathers information from the environment, makes decisions

for all users, and then informs the users about their new power levels. In this method, interference between

di�erent users can be managed and reduced through proper power allocation. However, a disadvantage

of this method is the extensive information exchange between users and the network, as all users need to

report their measurements to the network for decision-making. This approach has been adopted for the

3GPP-based 5G network.

On the other hand, in distributed power control mechanisms, each user uses an algorithm and its lo-

cally available information to make decisions for itself. In some approaches, such as neural network-based

algorithms, each user trains its algorithm with its observations. Periodically, all users send their local algo-

rithms to a central location to merge all locally trained algorithms. Finally, the central trainer broadcasts

the merged algorithm to the users. This approach reduces the transmission of measurement data over the
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air interfaces, but adds the periodic model transfer load, which might be signi�cant in the case of DNN. A

disadvantage of the distributed approach is its poor interference management, as each user lacks information

about other users’ decisions and conditions.

In [123], the problem of uplink power allocation in joint resource allocation for vehicular networks with

Software-De�ned Network (SDN)-assisted Mobile Edge Computing (MEC) architecture is addressed using a

stateless Q-learning algorithm. The authors attempt to minimize computational overhead through transmis-

sion power control, sub-channel allocation, and optimizing o�oading strategy. In their power control model,

each user acts as an agent and makes decisions locally. The model of distributed training and centralized

aggregation, as investigated in [124], focuses on a macro cell and multiple small cells where users train their

DQN model and send it to the base station for federated learning aggregation. This approach pursues two

objectives: throughput maximization and total power consumption minimization while ensuring the required

QoS. Additionally, [125] addresses the maximization of capacity for the vehicles’ uplink channel, considering

the reliability and latency of V2V links. The joint uplink power allocation and beamforming problem for

high-speed railways in mm-wave-equipped base stations is explored in [96]. The authors decompose the

problem into two separate parts and address them individually. They utilize a multi-agent DDPG algorithm

with an actor-critic architecture for power allocation, aiming to maximize the achievable sum rate. To the

best of current knowledge, there is no existing literature investigating centralized power control for 5G-based

vehicular networks with mm-wave small cells in the uplink channel using the PPO algorithm.

4.4 System Model

In this section, the system model discussed in this chapter is presented, alongside the formulation of the

problem aimed to be addressed. Envisioned is a section of road featuring multiple lanes in each direction,

covered by the 3GPP-based 5G network, as depicted in Figure 4.1. The focus is on vehicular users of the

5G network, while pedestrians and other cellular users utilize separate channel sets.

The 5G coverage for vehicular users is provided by small cells known as RSUs, which are installed on

the median of the road. Each RSU covers all lanes in each direction and its coverage extends a few hundred

meters alongside the road. RSUs o�er full coverage for road users, with this chapter focusing solely on the

connection between RSUs and CAVs, namely the V2I link. The RSUs operate on mm-wave bands, speci�cally

the n257 operating band within the FR2-1 frequency range, which ranges between 26,500 MHz and 29,500

MHz [110]. The 3GPP’s gNodeB split model is considered in this chapter, where a gNodeB consists of

a single Central Unit (CU or gNB-CU), multiple Distributed Units (DU or gNB-DU), and multiple cells

(referred to as RSUs in this chapter) connected to each DU. The communication link between the RSU
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Figure 4.1: Considered 5G-connected V2I link structure for vehicular users.

and the CAV is a direct Line-of-Sight (LOS) connection. The mobility management model discussed in this

chapter adheres to the scheme proposed in Chapter 3.

The target is to optimize the uplink power control for vehicular users in the 5G network, maintaining

compatibility with the 3GPP-de�ned network structure and signaling, while proposing minimal changes to

the network. The aim is to achieve the desired data rate for each user by controlling its power level at each

time-step, while guaranteeing the minimum required QoS. Based on the described goal, the optimization

problem for power control at each gNodeB is de�ned as follows.

Minimize
IX

u=1

��RuAchieved(i)�R
u
Objective(i)

�� (4.6)

s.t. PuPUSCH;b;f;c(i) � PCMAX;f;c(i); 8u; i; (4.7)

PuPUSCH;b;f;c(i) � PCMIN;f;c(i); 8u; i; (4.8)


uPUSCH;b;f;c(i) � 
CMIN (i); 8u; i: (4.9)

The term RuAchieved(i) represents the achieved data rate of the u-th user at time-step i, as de�ned in

(4.10). RuObjective(i) denotes the desired data rate for the u-th user at time-step i, determined by the

network based on user requirements. PuPUSCH;b;f;c(i) indicates the power level of the u-th user at time-step

i on the uplink PUSCH over BWP b of carrier f of serving cell c. PCMAX;f;c(i) and PCMIN;f;c(i) represent

the maximum and minimum permitted uplink power, respectively, at carrier f of serving cell c at time i,

as mentioned in the Background section. The terms 
uPUSCH;b;f;c(i) and 
CMIN;b;f;c(i) denote the achieved

uplink transmission SINR of the u-th user at its serving RSU and the minimum required SINR, respectively,
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Figure 4.2: Co-channel interferences for the uplink channel in the middle RSU with Dthld of one.

at time i for PUSCH transmission over BWP b of carrier f of serving cell c.

The u-th user’s achieved data rate at time-step i is calculated as follows.

RuAchieved(i) = BuPUSCH(i): log2
�
1 + 
uPUSCH;b;f;c(i)

�
(4.10)

where BuPUSCH(i) represents the uplink bandwidth of the u-th user on PUSCH transmission at time step i.

The 
uPUSCH;b;f;c(i), as de�ned above, denotes the SINR at the gNodeB and is calculated using (4.11).


uPUSCH;b;f;c(i) =
Pur;PUSCH;b;f;c(i)P

u02SIFR
Pu0r;PUSCH;b;f;c0(i) + n0

(4.11)

In (4.11), Pur;PUSCH;b;f;c(i) represents the received power at RSU c from user u via the PUSCH link, using

BWP b, carrier f , at time-step i. Pu
0

r;PUSCH;b;f;c0(i) denotes the received power at RSU c from interfering

user u0 located on RSU c0, utilizing the same channel as user u for communication with its serving cell at

time-step i. Additionally, n0 signi�es the noise power and SIFR is the set of all interfering users for user u.

According to the channel allocation scheme proposed in Chapter 3, there should be a distance of Dthld

RSUs as a gap between two RSUs utilizing a channel for two users, as depicted in Figure 4.2. Consequently,

for channel assignment at the c-th RSU, the gNB-CU considers all channels in use at the c-th RSU and Dthld

RSUs on each side of the c-th RSU.

4.5 PPO-DNN-Based Adaptive Power Control

This section presents the proposed solution to the optimization problem de�ned in Section 4.4. This study

introduces a novel adaptive power control model for 3GPP-based 5G networks, which leverages a DNN

trained using the PPO algorithm. The model is based on a centralized power control algorithm in gNodeBs

for uplink transmissions, akin to traditional power control in 5G, where decisions are made at the gNodeB

and transmitted to the users. Inputs to the proposed model consist of quantized mapped data measured and

transmitted by users to the serving gNodeB, utilizing the same resolution as de�ned for the 5G gNodeB’s

power control mechanism. The output power levels of the proposed model are quantized mapped power
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values based on the 3GPP mapping formula, designed for e�cient transmission over the air. This proposed

algorithm demonstrates the capability to converge to the desired data rate in fewer number of time-steps

compared to conventional 5G iterative power control algorithms.

In the considered system, each gNodeB is an agent, making decisions for all users connected and served

by cells within that gNodeB separately. Each power control agent is equipped with a DNN and a PPO

algorithm to gradually train and adapt the DNN to environmental changes. The PPO algorithm has the

ability to train the DNN with only a few observations (mini-batch) at each time-step, which eliminates

the need for a large storage space for a replay bu�er, as required in some other RL algorithms like Deep

Q-Learning algorithm. The environment includes the road, the RSUs, and all cellular users communicating

with their RSUs to measure their signal quality and report it to the network.

A modi�ed actor-critic architecture is used in the PPO algorithm, wherein the actor constitutes the DNN

model utilized for power level predictions, while the critic is substituted with a simple �xed value generator

to suit the speci�c nature of the considered problem. In this scenario, the reinforcement learning problem

is a single-episode task, where each decision for every user is considered independent of previous decisions.

This independence stems from the fact that the power of interfering users can be changed at each time-step,

consequently a�ecting the objective user’s SINR. Thus, a power level deemed suitable in the past might

not su�ce in the present moment. Consequently, decisions at each time-step are made independently of

prior instances, with a single-episodic task deemed the optimal approach to achieve the best results in an

interference-laden environment. Since the critic’s role involves estimating the expected value at each state, in

the considered single-episodic task, the maximum expected value at each state corresponds to the maximum

reward per action. This obviates the necessity for a critic DNN model and its associated training, simplifying

the network architecture while enhancing stability and processing e�ciency.

It is essential to highlight that during the exploration of solutions for the optimization problem outlined

in Equations (4.6) to (4.9), we experimented with a smaller set of inputs and various reinforcement learning

algorithms such as Q-Learning, Deep Q-Network (DQN), and Double DQN (DDQN). However, due to the

intricate nature of the vehicular environment coupled with the unpredictable characteristics of wireless links,

characterized by small-scale fading and interference, these algorithms failed to achieve satisfactory perfor-

mance. Consequently, we opted for the Proximal Policy Optimization (PPO) algorithm, and experimentally

increased the number of inputs (states) to enhance the e�cacy of the power control mechanism.

Now, let’s proceed with the description of the states, actions, and reward function of the considered

system with PPO algorithm.

States: The PPO algorithm is capable of handling both continuous and discrete input values. Since

some of the power control algorithm’s input data are measured and sent by users over the air interfaces in
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discrete format, all inputs to the proposed algorithm are considered as discrete values. Each element of the

input state vector represents the condition vector of one user, which will initiate the generation of a power

value for that user in the next time-step. The set of all state vectors at time-step i is de�ned in (4.12), which

includes the state vectors of all U users in a gNodeB.

S(i) =
�
s1(i); s2(i); :::; su(i); :::; sU (i)

	
(4.12)

In (4.12), su(i) represents the state vector of user u at time-step i, while in total there are U users in

this serving gNodeB. Each user’s state includes its current transmission information, the interfering users’

information, the serving RSU’s data, and the requirements for the desired rate and QoS. To satisfy the QoS,

multiple parameters such as SINR, RSRP, RSSI, latency, reliability, jitter, handover success rate, packet loss

rate, and some other parameters need to be met. In this chapter, the focus lies on SINR and meeting the

required data rate, assuming equal bandwidth for all users. However, the concept can be easily extended to

include more parameters. Hence, the state of user u at time-step i is de�ned as a vector presented in (4.13).

su(i) =

8
>>>>><

>>>>>:

cu(i); chu(i);EIRPu(i); 
uPUSCH;b;f;c(i);

PLuRS;qd(i);EIRPIFR1(i);EIRPIFR2(i);

PLIFR1
RS;qd(i);PLIFR2

RS;qd(i); 
optPUSCH;b;f;c(i); d
RSU
c

9
>>>>>=

>>>>>;

(4.13)

In (4.13), cu represents the serving Cell Identi�cation (CID) number. In real-world scenarios with nu-

merous heterogeneous RSUs per gNodeB, cu may denote each unique type of RSU. The channel number for

the u-th user is denoted by chu, while its current EIRP for PUSCH transmission is represented by EIRPu(i).

The SINR received at RSU c for user u during PUSCH transmission over BWP b on carrier f is denoted

by 
uPUSCH;b;f;c(i). The reported Path-Loss (PL) by user u at time-step i on downlink RS by index qd is

given by PLuRS;qd(i). This PL value provide insights into the user’s channel conditions, potentially impacted

by weather, obstacles, or proximity to the RSU’s coverage edge. Similarly, the downlink PL of the two

major interferers in vicinity that are using the same channel on other cells (co-channel interference), are

given by PLIFR1
RS;qd(i) and PLIFR2

RS;qd(i). Additionally, the EIRPs of the two primary interfering users nearby

are denoted as EIRPIFR1(i) and EIRPIFR2(i), respectively. The desired SINR level at RSU c for successful

uplink transmission decoding on PUSCH over BWP b of carrier f is quanti�ed as 
optPUSCH;b;f;c(i), which is a

mapped value derived from (4.2). The coverage diameter of the c-th serving RSU (representing the coverage

length of the road) is communicated to the DNN as dRSU
c , particularly valuable for heterogeneous networks

with various RSU types and coverage patterns.
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Actions: The gNodeB, which hosts the power control agent for all users within its coverage, takes

individual actions for users upon receiving the state vector at time-step i. The action vector for all users at

time-step i+ 1 is as follows.

A(i+ 1) =
�
a1(i+ 1); a2(i+ 1); :::; au(i+ 1); :::; aU (i+ 1)

	
(4.14)

In this context, the action for user u refers to the EIRP values at time-step i+ 1, denoted as EIRPu(i+ 1).

Rewards: One critical aspect of the reinforcement learning system is the design of the reward function.

The reward function should provide the RL algorithm with enough information to guide it toward the desired

output [126]. In this system, the objective is to achieve as close to the desired data rate as possible while

satisfying the demanded QoS at each time-step through proper adjustment of the uplink transmission power

at the user, at the same time minimizing interference to users in other RSUs. The proposed reward function

to achieve the desired QoS is provided in (4.15).

Rwdu(i) = (rmax � rmin) exp�
Xu(i)

2g +rmin (4.15)

In (4.15), rmin and rmax are the minimum and maximum limits of the reward function values. Parameter

g controls the expansion or contraction of the multidimensional bell-shaped reward function and the equation

for Xu(i) is expressed in (4.16).

Xu(i) =
�
Xu

PUSCH;b;f;c(i)�Xopt;b;f;c(i)
�T �

�
Xu

PUSCH;b;f;c(i)�Xopt;b;f;c(i)
�

(4.16)

Vector Xu
PUSCH(i) represents the vector of observed parameters associated with the u-th user’s QoS at time-

step i, structured as an M � 1 vector. Xopt;b;f;c(i) denotes the vector containing the optimal values of QoS

parameters at RSU c across BWP b of carrier f at time-step i, mirroring the shape of vector Xu
opt(i). The

symbol T represents the transpose operator, converting the output vector of subtraction from M � 1 to

1�M , where M signi�es the number of QoS parameters.

In this scenario with the focus on SINR, M = 1 and the reward function simpli�es to the below equation

and depicted in Figure 4.3.

Rwdu(i) = (rmax � rmin) exp

 

�
(
uPUSCH;b;f;c(i)�
opt;b;f;c(i))2

2g

!

+rmin (4.17)

In (4.17), 
uPUSCH;b;f;c(i) represents the achieved SINR of the u-th user during uplink transmission at

time-step i. 
opt;b;f;c(i) denotes the optimal SINR at time-step i for RSU c, BWP b, and carrier frequency
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Figure 4.3: Graph of the proposed reward function for a single-variable for the range of SINR reported value
with the desired value of 90 (21.5 dB).

f .

Considering the above explained system setup and the PPO algorithm presented in Section 4.2, the

prediction and training process of the proposed DNN model is as follows. At each time-step, the gNodeB

collects all the measurement reports (including the pathloss and PUSCH SINR measurements) from all users

connected to its RSUs. The gNodeB creates the state vector of each user as expressed in (4.13). These state

vectors serve as inputs to the DNN, and the outputs (actions) are then sent to the users as their power levels

for the next time-step. Meanwhile, in a separate processing thread and without interrupting the real-time

power control algorithm, the PPO algorithm utilizes this recent interaction with the environment to train

and update the DNN for subsequent decisions. Therefore, while the DNN model is employed for power

control of users at each time-step, the PPO algorithm utilizes each time-step’s experiences to gradually train

and enhance the performance of the DNN model. The PPO algorithm inherently possesses rapid change

limitations due to the clip function and the � hyper-parameter as explained earlier. Also, the bell-shaped

design of the reward function encourages the algorithm to remain near optimal values of the QoS e�ective

parameters applied in (4.16). Consequently, the DNN cannot change signi�cantly at each time-step, thereby

reducing the risk of algorithm divergence while enabling it to adapt the model to changes in the dynamic

environment of the road.

Based on the structure of the proposed power control algorithm explained above, its distinguishing

features are as follows.

� By satisfying the desired capacity instead of only focusing on maximizing it, the proposed algorithm
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utilizes the minimum required power for each uplink channel, thereby automatically controlling and

minimizing co-channel interference.

� Minimizing the interference will result in the improvement of network spectral e�ciency and an increase

in system capacity.

� The proposed algorithm can instantly adapt the user’s power level based on real-time channel changes,

contrasting with traditional 5G iterative algorithms that require more time to converge to the proper

power level.

� The PPO’s mini-batch update ability helps update the DNN model with immediate observations with-

out requiring large storage space, unlike Deep Q-learning-based power control algorithms.

� The suggested algorithm can provide the desired QoS with multiple e�ective parameter for all users.

� The proposed algorithm uses quantized measurement data already envisioned in the network, rather

than exact SINR or full Channel State Information (CSI) assumptions made by some other algorithms.

� the proposed algorithm does not use or rely on user location information that is not easily accessible

in high precision in gNodeB, as assumed in some resource allocation articles.

� The proposed algorithm is adaptable to environmental changes and can learn from experiences, enabling

it to make better decisions as the environment evolves over time.

� Since the algorithm provides the demanded QoS with minimum power, it improves users’ energy

e�ciency.

� This algorithm can adjust users’ power levels to achieve any demanded link capacity, including the

maximum capacity if needed, providing the freedom to attain any capacity on demand.

4.6 Simulation Results

In this section, a performance comparison of the proposed PPO-DRL-based power control algorithm with

other algorithms is provided, based on extensive simulations conducted in the Python language.

The study examines a section of a two-way road featuring 5G mm-Wave RSUs positioned in the road

median. Each RSU provides coverage for both directions of tra�c along a speci�c length of the road

(typically 100 meters unless otherwise speci�ed). The entire length of this road segment is serviced by

multiple homogeneous RSUs, all of which are connected to a single gNB-CU through their gNB-DUs, forming
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a uni�ed gNodeB. This study focuses on the V2I connection of CAVs to the 5G network, speci�cally in the

uplink transmission over PUSCH. Users utilize mm-wave band - Frequency Range 2 (FR2-1) in 3GPP

standard, speci�cally operating in the 28 GHz, with each channel having a 100 MHz bandwidth and a 2.45

MHz guard-band between consecutive channels [127]. Each user connects to the nearest RSU, maintaining

a direct LOS connection with it.

The channel allocation mechanism is based on the model proposed in Chapter 3, designed for a 5G

mm-wave vehicular network similar to the assumptions in this chapter. It is assumed that there are enough

channels to service all users according to this channel allocation mechanism. Based on the adopted channel

allocation mechanism, one channel can be allocated for two CAVs with a minimum of only one RSU between

their serving RSUs (see Figure 4.2). Therefore, for each user, there could be a minimum of two dominant

interferers in the immediate vicinity in this environment (one in front and one behind the CAV). In order

to simulate the worst-case interference scenario, the minimum required channel number is assigned to each

con�guration within the environment.

In the simulations, one antenna was allocated to the RSU and one antenna was assigned to each user

(Single Input, Single Output - SISO channel), with an antenna gain of 35 dBi for the RSU. The uplink

transmission antenna gain of the users and their output power combine to determine the EIRP level, with

only EIRP values utilized throughout all simulations. The antenna gain at the RSU receiver from interfering

users is 25 dBi. For users’ sidelobe transmission antenna gain directed towards other RSUs (the EIRP of

the interference), a 5 dB loss is applied to their EIRP.

In the two-way road, the simulations are based on one lane per direction for simplicity of processing.

However, with no negative impact on the proposed algorithm, it can be applied to any number of lanes. The

algorithm is trained with di�erent RSU coverage lengths alongside the road, ranging from 50 to 500 meters.

Considering a total of 8 RSUs, the simulated length of the road varies accordingly. Additionally, the total

number of users depends on the length of the road and the intensity of tra�c load.

For the large scale fading model of the channel, the Free Space Path Loss (FSPL) model is considered

and Rician distribution for the small scale fading model of the uplink channel [128]. Table 4.1 presents the

network parameters assumption in these simulations and Table 4.2 lists the hyper-parameter values of the

proposed DNN and PPO algorithm.

The actor in the PPO algorithm utilizes a DNN model, with the inputs being the state vector for each

user (As presented in (4.13)) and the output (action) being the user’s uplink power level. Both the input

features and output values are discrete. To ensure uniformity across input values, each state vector value is

normalized to a range of 0 to 1. All hidden layers are fully connected with a dense architecture and employ

the hyperbolic tangent activation function. The output layer consists of 46 nodes, representing values ranging
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Table 4.1: Assumptions of the road and network parameters.

Parameter Value

Carrier frequency 28 GHz
Channel bandwidth 100 MHz
Channel guardband 2.45 MHz

EIRP maximum 30 dBm
EIRP minimum -15 dBm

EIRP steps 1 dBm
Antenna gain @ 3 dB 35 dBi
Antenna sidelobe gain 25 dBi

Noise �gure 10 dB
Temperature (Kelvin) 300

Rician k-factor 9.0
Rician scale parameter 0.11

Rician location parameter 0
Minimum time step 1 ms

Road type Two-way
Number of RSUs 8
Number of lanes 2

Road lane’s width 3.5 m
RSU height 12 m

Avg. vehicle length 5 m
Avg. distance between vehicles 10 m

Avg. vehicle speed 100 Km/h
Distance-Threshold 1 cell

Table 4.2: Assumptions of the DNN and PPO hyper-parameters.

Parameter Value

DNN number of input features 11
DNN number of hidden layers 7

DNN hidden layer connection types Dense
DNN number of hidden nodes per layer 128

DNN hidden layers activation func. Tanh
DNN number of output nodes 46

PPO learning rate 3e-5
PPO epsilon 0.2
Optimizer Adam

Maximum reward 2
Minimum reward -3

Reward function g parameter 10
Minimum SINR [dB] -10

Training iterations per batch 3
KL divergence threshold 0.01
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from -15 to 30 dBm, and utilizes a linear activation function.

The performance of the proposed scheme is compared with four power allocation schemes. These al-

gorithms include an estimated 3GPP-based power control for 5G [97] based on the available information

in standard documents, the Maximum-Power allocation, and the Equal-Power allocation strategies [105].

As discussed in Section 4.2.1, other power allocation algorithms serve various objectives or are not suit-

able for the uplink distributed transmitter scenario. Therefore, comparing the performance of the proposed

algorithm with them isn’t feasible. Additionally, researchers’ proposed algorithms often pursue di�erent

objectives, making it impractical to compare results. These factors collectively limit the comparison with

the four algorithms mentioned above.

The 3GPP-based power control algorithm for the 5G network, as brie
y explained in Section 4.2, is

complicated for exact implementation and depends on many variables. The value of each of these variables

is selected based on a rule or using an algorithm within a network’s function. To address the inaccessibility of

algorithms for these variables, a simpli�ed model of the equation presented in (4.1) is employed, utilizing the

available information. The variable PCMAX;f;c(i) is set to 30 dBm, representing the maximum EIRP value

discussed in this chapter. PO NOMINAL,PUSCH;f;c(j) dependent on frequency f , carrier c, and parameter j,

all of which remain constant throughout these simulations. Therefore, PO NOMINAL,PUSCH;f;c(j) is set to

�60 dBm, approximately the mid-range value. The variable PO UE PUSCH;b;f;c(j) ranges from -16 dBm to 15

dBm. The value is set to zero for the same reason as PO NOMINAL,PUSCH;f;c(j). The SCS variable � ranges

from 0 to 6, representing sub-carrier spacings of 15 kHz to 960 kHz, respectively. The parameter was set to

zero, equivalent to �f = 15 kHz. The PUSCH bandwidth variable MPUSCH
RB;b;f;c(i) is considered equal to 50,

as it is an integer ranging from 10 to 100 and depends on �xed b, f , and c parameters. The path loss gain

factor �b;f;c(j) can assume one of the following values: zero, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, or 1. After extensive

simulations to determine the optimal value for the given environment, it is set to 0.4. �TF;b;f;c(i) is also set

to zero, equivalent to single-layer transmission, as de�ned in (4.1). The function fb;f;c(i; l) is modeled with a

weighted SINR error relative to the desired SINR, denoted by �(
opt� 
(i)), where � is set to 0.5 due to its

best performance con�rmed by simulations. The value of PLb;f;c is reported by users at each time-step as a

quantized value through their measurement reports, while SINR is measured and provided by the gNodeB.

The Maximum-Power algorithm allocates a power level of 30 dBm to each user, serving as an upper limit

on achievable capacity in the event that all users aim for maximum power. This causes both the signal level

and interference to reach their peaks. It should be noted that this is di�erent from achieving the maximum

possible capacity, which requires e�ective interference mitigation strategies. Maximum link capacity can be

attained through an optimal power control algorithm.

In an Equal-Power allocation algorithm, akin to the Maximum-Power algorithm, all users’ power levels
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are set to an equal value at each time step. Within these simulations, two other no-power-control distinct

Equal-Power algorithms are employed, namely Equal-Power-1 and Equal-Power-2. In Equal-Power-1, all

users’ power levels at time-step i are identical and adjusted to match the average of the powers allocated by

the proposed algorithm (the Proposed-Algorithm) at that time-step. Conversely, Equal-Power-2 maintains

a �xed power level of 5 dBm for all users at all times. By employing these no-power-control algorithms, the

aim was to discern the performance disparities between a straightforward equal power allocation method

and more intricate algorithms such as the proposed one.

To demonstrate the settling time and power allocation e�ciency of the algorithms, 10,000 random ini-

tialization of the entire network was performed. This process involves randomizing users’ locations, channel

assignments, and power allocations. At time-step zero of each iteration, each user takes a random power

level from the valid range of -15 dB to 30 dB by a uniform distribution. This is an extreme case scenario

whereas in the network all users would never restart at the same time and begin transmitting by a random

power. However, it helps to evaluate the proposed algorithm’s behavior in total random situation.

Figures 4.4, 4.5, and 4.6 depict the users’ achieved SINR with di�erent power control algorithms at 3,

6, and 10 time-steps after network initialization, respectively. The graph for each algorithm in each �gure

represents the results for 150 users across 8 RSUs with coverage length of 100 meters and over 10,000 random

iterations.

In these �gures, the optimal SINR per link is set to 21.5 dB, equivalent to a reported SINR value

of 90 and a link capacity of approximately 715 Mbps. It should be noted that the SINR value of 90

is provided as an example and can be set to any arbitrary value in the acceptable range. However, for

consistency and the ability to compare results across di�erent simulations, the same desired SINR value in

these simulations are maintained. At each initialization, all algorithms experience the same user locations

and environmental conditions, but the channel fading is di�erent and randomly generated for each link with

similar characteristics. Due to the random positioning, channel allocation, and power allocation of users at

time-step zero of each initialization, each link experiences a new random SINR within a wide range of values,

resulting in a signi�cantly di�erent state for each user. These states serve as inputs to the power control

algorithms for adjusting user power levels at the next time-step.

The updated SINR levels after the speci�ed time-steps for each �gure, re
ecting the outcomes of the

algorithms’ power controls, are illustrated in Figures 4.4 to 4.6. The horizontal axis separates the algorithms,

while the vertical axis represents the range of achieved reported-value SINR for each algorithm (ranging

between 0 to 127). In each algorithm’s graph, the width alongside the horizontal axis indicates the probability

density of the data at that SINR value. The average of achieved SINR values for each algorithm is depicted

with a small white dash-line on the middle vertical black straight line, while the thick black section represents
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Figure 4.4: Achieved SINR of 1,500,000 data points across di�erent algorithms, observed 3 time-steps after
random initialization of the environment.

the median of the data.

Table 4.3: Average of the algorithms’ achieved uplink SINR over various time-steps in case of 10,000 random
initialization of the network.

Time-steps 3 4 5 6 10
Proposed-Alg. 93.0 91.4 90.7 90.4 90.3

Equal-P.-1 94.7 92.1 91.8 90.8 90.3
Equal-P.-2 104.6 104.6 104.6 104.6 104.6
Max-Power 108.9 108.9 108.9 108.9 108.9
3GPP-based 87.9 88.7 88.4 88.6 88.5

Based on the results in Figure 4.4, 3 time-steps after random initialization, the average achieved SINR

of CAVs using both the proposed DNN-based and 3GPP-based algorithms is close to the desired SINR of

90 (21.5 dB). The average SINR of the Equal-Power and Max-Power algorithms is further away from the

desired value. So, the performance of the proposed algorithm and the 3GPP-based approach after three

time-steps is similar, but the probability distribution of SINRs di�ers, as illustrated in Figure 4.4. The

standard deviation of achieved SINR values for the proposed algorithm is approximately 7.1 units, while for

the 3GPP-based algorithm, it is about 6 units. Other algorithms exhibit a range between 8.2 and 9.2 units,

as detailed in Tables 4.3 and 4.4.

At 4 time-steps after the initialization, the statistics (average and the standard deviation) of the users’

SINR with the proposed algorithm is better than the 3GPP-based algorithm (Tables 4.3 and 4.4).

6 time-steps after the random initialization, users’ SINR values with both the proposed DNN-based
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Figure 4.5: Achieved SINR of 1,500,000 data points across di�erent algorithms, observed 6 time-steps after
random initialization of the environment.

Figure 4.6: Achieved SINR of 1,500,000 data points across di�erent algorithms, observed 10 time-steps after
random initialization of the environment.

Table 4.4: Standard deviation of the algorithms’ achieved uplink SINR over various time-steps in case of
10,000 random initialization of the network.

Time-steps 3 4 5 6 10
Proposed-Alg. 7.1 4.3 3.0 2.7 2.6

Equal-P.-1 8.2 8.2 8.2 8.2 8.2
Equal-P.-2 8.6 8.6 8.6 8.6 8.6
Max-Power 9.2 9.2 9.2 9.2 9.2
3GPP-based 6.0 4.9 4.2 4.1 4.0
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and the 3GPP-based algorithms are very close to their long term statistics. At this stage and after it, the

proposed algorithm’s statistics and the distribution of the SINRs is considerably better than the 3GPP-based

algorithm as shown in Figure 4.5.

The average SINR values of the proposed algorithm at 6 time-steps demonstrate stabilization of users’

powers close to the desired SINR. The average SINR value of the proposed algorithm is 90.7 with a standard

deviation of 3 at 5 time-steps, while the average is 90.4 with standard deviation of 2.7 nearing the desired

SINR value of 90 and very close to its results at 10 time-steps. Considering the noisy wireless channel with

large-scale and small-scale fading, the achieved result is close enough to be acceptable.

Comparing the results of the 3GPP-based algorithm in Figure 4.5 with those in Figure 4.4, improvements

can be observed over time in both the average and standard deviation of users’ SINRs. As expected, the

Equal- and Maximum-Power allocation algorithms exhibit constant SINR statistics once all users’ power

levels are allocated, a process occurring within a single time step. The only variation lies in the average

SINR of the Equal-Power-1 algorithm, as users’ power levels are set equal to the average allocated power of

the proposed algorithm.

The results depicted in Figure 4.6 allow to observe the long-term changes in probability density of the

algorithms. Both the proposed algorithm and the 3GPP-based algorithm have shown slight improvements

in their average and standard deviation of SINRs beyond 6 time-steps, although these improvements are not

very signi�cant. However, the probability density of the uplink SINR values for the proposed algorithm at

10 time-steps more closely resembles a normal distribution with the average over the desired SINR level.

In Figure 4.7, the average SINR levels on uplink transmission is presented, utilizing various power control

algorithms across 8 RSUs covering a diameter of 100 meters length of a road (per RSU) on a 2-lane road.

The horizontal axis represents the number of time-steps after network initialization, while the vertical axis

denotes the average SINR values computed from 1.5 million data points (150 users over 10,000 iterations).

To facilitate comparison, a magenta horizontal line with a Nsymbol is added that indicate the reference

desired SINR level of 90 (21.5 dB)

Figure 4.8 illustrates the standard deviation of the achieved SINRs for di�erent algorithms across 1 to 10

time-steps following initialization under the same environmental conditions depicted in Figure 4.7. Analysis

of the graphs in Figures 4.7 and 4.8 suggests that all algorithms achieve stability after 6 time-steps in the

simulated environment, with SINR statistics showing negligible variation thereafter. Consequently, it can be

inferred that user power levels stabilize after 6 time-steps. However, individual user power levels may change

due to relocations and channel changes, while total network power statistics remain stable. Comparison

of the proposed algorithm with others beyond 6 time-steps, as presented in Figures 4.7 and 4.8, indicates

superior performance of the proposed algorithm, as elaborated in Tables 4.3 and 4.4.
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Figure 4.7: Average uplink SINR changes over multiple time-steps for 150 CAVs distributed across 8 RSUs,
employing di�erent power control algorithms.

Figure 4.8: Standard deviation of uplink SINR changes over multiple time-steps for 150 CAVs distributed
across 8 RSUs, employing di�erent power control algorithms.
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Figure 4.9: Average uplink capacity per channel across 8 RSUs for a diverse range of tra�c (number of
CAVs) with a desired capacity of 715 Mbps.

Figure 4.9 depicts the average of uplink capacities per user over 10,000 iterations in a channel with 100

MHz bandwidth while their uplink transmission power is controlled by the considered algorithms. These

graphs are the results of power control on 6 time-steps after the network initialization which users’ power

levels are stabilized. Similar to previous �gures, in this �gure also a section of a road equivalent to coverage

area of 8 RSUs with 100 meter coverage length alongside the road is investigated. The considered section of

the road has one lane on each direction and this �gure covers di�erent number of users on the road ranging

between 50 to 500 users which are simulating very low tra�c to very high tra�c on the road. The reference

average capacity line for a channel with 100 MHz bandwidth and SINR of 90 (21.5 dB) is added to this

�gure in magenta color and Nsymbol.

By comparing the results of di�erent algorithms in Figure 4.9, it is evident that the proposed algorithm

achieves results closest to the desired channel capacity and maintains this level across varying tra�c loads

within the network. The Equal-Power-1 algorithm also yields results close to the desired capacity since its

power levels are equal to the average of the proposed algorithm. However, its stability falls short compared

to the proposed algorithm, exhibiting 
uctuations across di�erent numbers of users on the road. The 3GPP-

based algorithm’s achieved average channel capacities are almost close to the reference line (desired capacity),

but its worse than the proposed algorithm, and its performance decreases with an increase in the number of

users on the road.

Figure 4.10 illustrates the standard deviation of the uplink capacities of CAVs using di�erent power

control algorithms over 10,000 iterations under the same channel and environmental conditions as described
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Figure 4.10: Standard deviation of uplink capacity per channel across 8 RSUs for a diverse range of tra�c
(number of CAVs) with a desired capacity of 715 Mbps.

for Figure 4.9. According to the graphs in Figure 4.10, the proposed algorithm exhibits the best performance

in terms of achieved capacity stability. The proposed algorithm demonstrates the lowest variation in achieved

capacity across various tra�c loads on the road, with the standard deviation even slightly decreasing as the

tra�c load increases. The 3GPP-based algorithm presents a steady standard deviation that is higher than

that of the proposed algorithm. The Equal- and Maximum-Power algorithms exhibit the highest standard

deviation for users’ capacities, as these algorithms employ �xed power levels for all users, leading to high

variation in channel capacities due to channel variations.

Figure 4.11 illustrates the average allocated power to users employing di�erent power control algorithms

with the achieved capacity statistics depicted in Figures 4.9 and 4.10. Based on the graphs in Figure 4.11,

both the 3GPP-based and the proposed algorithms have an average power level ranging between -36 dB and

-34 dB. The average power of the 3GPP-based algorithm remains relatively constant across varying tra�c

loads, resulting in a decline in the average achieved capacity of users as the number of users increases (as

shown in Figures 4.9). In contrast, the proposed algorithm’s average allocated power gradually increases

with the rise in the number of users to mitigate the growing interference in the network. Consequently, the

proposed algorithm maintains a stable average capacity at demanded level for users under various tra�c

conditions.

In Figure 4.11, the average allocated power levels for di�erent number of users can be observed. To

gain insight into the distribution of allocated power to 150 CAVs across 8 RSUs over 10,000 iterations, at 6

time-steps after initialization, Figure 4.12 is provided. Since the Equal-Power-2 (-25 dB) and Max-Power (0
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Figure 4.11: Average power [dB] of CAVs across 8 RSUs under varying tra�c loads, with a desired SINR of
90.

Figure 4.12: Distribution of allocated power to 150 users over 10,000 iterations by various power control
algorithms across 8 RSUs, with a target SINR of 90.
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Figure 4.13: Average SINRs on uplink channels across varying RSU coverage lengths along the road for 8
RSUs in 10,000 iterations with a �xed tra�c intensity.

dB) algorithms allocate a �xed power level to all users, their power level distributions appear as 
at lines at

equivalent power levels.

The power levels of CAVs in the Equal-Power-1 algorithm change according to the average of the proposed

algorithm. Consequently, the distribution of power values of 150 CAVs utilizing the Equal-Power-1 algorithm

over 10,000 iterations is concentrated around two power levels. In contrast, the proposed algorithm employs

a broader range of power levels to adapt to varying channel conditions and achieve the desired channel

capacity. Meanwhile, the 3GPP-based algorithm exhibit an almost uniform distribution of power values

ranging between -41 and -32 dB.

It is worth noting that the distributions of power values in the 3GPP-based and proposed algorithms are

jagged due to quantized integer power levels available to algorithms to allocate to users, ranging between

-45 dB and 0 dB with steps of 1 dB.

In order to observe the impact of RSU coverage length (along the road) on algorithm performance, Figure

4.13 has been generated. This �gure illustrates a section of a 2-lane two-way road serviced by 8 RSUs,

each with equal coverage length and tra�c intensity. The horizontal axis displays the range of coverage

length per RSU, varying from 50 to 500 meters in increments of 50 meters. For instance, a 200-meter

coverage length corresponds to a section of 1600 meters of a road. To maintain uniform tra�c load across

all coverage lengths, the average distance between consecutive CAVs remains �xed at 10 meters throughout

the simulation. Consequently, the number of CAVs on the road for a coverage length of 200 meters is almost

twice that of the coverage length of 100 meters.
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Figure 4.14: Average allocated power [dB] to CAVs in each algorithm across various RSUs’ coverage lengths,
evaluated over 10,000 iterations with �xed tra�c intensity and involving 8 RSUs.

The results of the average SINRs of the proposed algorithm across 8 RSUs with varying coverage lengths,

as depicted in Figure 4.13, demonstrate the robustness of the proposed power control algorithm across various

RSU coverage diameters. The average SINRs of uplink channels, when using the 3GPP-based algorithm,

gradually decrease with increasing RSU coverage length. This performance degradation of the 3GPP-based

algorithm in Figure 4.13 is attributed to the limited time available for this algorithm to adjust the power

levels, as results in this �gure obtained after 6 time-steps post-initialization. As, the 3GPP-based algorithm

requires additional time in larger cell sizes, because at each time-step, it can change users’ power level

iteratively. Consequently, for users near the cell edge, the disparity between the random initial power and

the desired power level may be too substantial to rectify within 6 time-steps. Thus, iterative algorithms like

the 3GPP-based algorithm necessitate more time to stabilize user power levels within larger RSUs.

The average SINRs on the Equal-Power-2 algorithm are dropping rapidly with the increase of RSUs’

coverage area, as users on the cell edge in larger RSUs require more power to overcome interference and

noise. Therefore, a constant power level (-25 dB in the Equal-Power-2 algorithm) is not su�cient in larger

RSUs. However, conditions for the Max-Power algorithm are di�erent, as the allocated power of 0 dB in

this algorithm is adequate for each user to communicate with its RSU even at cell edge, while the increase

of RSUs’ coverage area will reduce interference. As a result, in the Max-Power algorithm, with the increase

of RSUs’ coverage area, the average SINR gradually increases until it reaches a balance between the power

of desired signal and interference on RSUs’ coverage length above 200 meters.

Figure 4.14 displays the average allocated power to CAVs across varying RSU coverage lengths to achieve
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the desired SINR of 90 (21.5 dB). This �gure illustrates the allocated power to CAVs by di�erent algorithms,

while the achieved SINRs by applying these power levels are demonstrated in Figure 4.13.

In Figure 4.14, a gradual increase in average allocated power levels with the enlargement of RSU sizes can

be observed that compensate for the elongated distance between the CAVs and their serving RSUs, in both

the proposed algorithm and the 3GPP-based algorithm. However, the proposed algorithm demonstrates

agility in terms of power level adjustment, enabling rapid stabilization of users’ power levels irrespective of

the environment size. In contrast, the 3GPP-based algorithm requires more time to reach the �nal desired

power level in larger RSUs, explaining the signi�cant gap between its average power and the proposed

algorithm at higher RSU coverage lengths.

As it can be observed in above simulations, the proposed power control algorithm outperforms the 3GPP-

based algorithm in achieving the desired link capacity for all users in various conditions. This advantage is

particularly notable in high dynamic environments with battery powered users like in 5G-based vehicular

networks.

4.7 Conclusion

In this chapter, a novel Deep Reinforcement Learning (DRL)-based power control algorithm tailored for

vehicular users in 5G networks is introduced. The focus was on optimizing PUSCH transmissions between

vehicular users and mm-wave band RSUs of the 5G gNodeB infrastructure. The objective centered on im-

proving the performance of power control algorithm for CAVs connection to the 5G small-cells, aiming to

achieve desired uplink channel capacities while maintaining Quality of Service (QoS) standards, considering

the individual transmitters’ power limits, and staying compatible with the 3GPP-based 5G network archi-

tecture. That means, the environment state information will be limited to the quantized data reported by

users on their measurement reports.

To address this challenge, a centralized power control algorithm integrated into the gNodeB’s Radio

Resource Control (RRC) function is proposed. The approach of this dissertation leverages a Deep Neural

Network (DNN) architecture with normalized quantized input states and quantized power level outputs. The

DNN model is trained and continually updated using Proximal Policy Optimization (PPO) with a modi�ed

actor-critic architecture, incorporating recent interaction data to enhance model performance.

The extensive simulations in this chapter demonstrate that the proposed algorithm consistently out-

performs existing 3GPP-based power control methods, achieving desired capacities within comparable time

intervals or even faster in certain scenarios. Furthermore, the proposed algorithm ensures demanded SINR

level across varying tra�c loads and RSU coverage areas, with minimal variance and average error. By
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optimizing transmission power, the approach of this research mitigates co-channel interference, enhances

spectrum e�ciency, and promotes energy e�ciency among users.

In conclusion, the research in this chapter contributes a robust solution for optimizing power control

in 5G vehicular networks, aligning with the demands of future CAV deployments while upholding network

performance standards and compatibility with existing 3GPP frameworks.
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Chapter 5

Conclusion

5.1 Thesis Conclusion

The exploration and optimization of resource allocation strategies within the dynamic framework of 5G

networks, particularly for high-speed vehicular users, have been at the forefront of this comprehensive dis-

sertation. By aligning with the established 3GPP-based 5G network architecture and upholding a steadfast

commitment to simplicity, this research endeavors to rede�ne the boundaries of e�ciency and performance

in vehicular communication networks, paving the way for a seamless and connected future.

In Chapter 2, the development of a novel distance metric tailored for the K-means clustering algorithm

represented a signi�cant milestone. The proposed distance metric, meticulously designed to accommodate

non-linear distance requirements, proved instrumental in clustering datasets with unequal cluster sizes, a

requirement for the designed resource allocation. By conducting a comprehensive comparison of various

distance metrics and evaluating clustering results, this research demonstrated the superiority and e�cacy of

the proposed metric in optimizing clustering performance across diverse datasets and network scenarios.

Chapter 3 delved into the intricate realm of Vehicular Frequency Reuse (VFR), presenting a meticulously

crafted user-centric channel allocation scheme aimed at enhancing cellular network performance for high-

speed 5G users. Through the proposed mobility management function and the introduction of innovative

cell reselection procedures, this study achieved a remarkable reduction in the number of handovers for

high-speed Connected Autonomous Vehicles (CAVs), laying the groundwork for uninterrupted and seamless

communication within the intricate web of the 5G network infrastructure.

Chapter 3 also introduced novel metrics crucial to the enhancement of vehicular communication networks.

The Distance-Threshold (DT) metric, meticulously designed to calculate the minimum allowed distance
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between two CAVs utilizing the same channel, represents a signi�cant advancement in network optimization.

Additionally, the Velocity-Threshold (VT) metric, employing the K-Means clustering algorithm to determine

thresholds for separating low-speed and high-speed users, further re�nes the allocation of resources within

the network. By integrating these innovative metrics into the Vehicular Frequency Reuse (VFR) scheme,

this research not only reduces the number of handovers for high-speed CAVs but also ensures e�cient and

tailored resource allocation, heralding a new era of connectivity and e�ciency in vehicular communication

networks.

The spotlight in Chapter 4 shifted towards the optimization of power control algorithms for vehicular

users in 5G networks, signaling the dawn of a new era in network optimization. Leveraging cutting-edge

Deep Reinforcement Learning (DRL) techniques, a centralized power control algorithm was developed and

seamlessly integrated into the gNodeB’s Radio Resource Control (RRC) function. Through a rigorous

process of simulation and performance evaluation, our proposed algorithm consistently outperformed existing

methods, achieving desired capacities while mitigating interference and fostering energy e�ciency across

varying tra�c loads and RSU coverage areas.

Collectively, these contributions underscore the profound signi�cance of adaptive and innovative resource

allocation strategies in meeting the evolving demands of high-speed vehicular communication within the 5G

network paradigm. By addressing key challenges and harnessing the potential of emerging technologies, this

dissertation has laid a robust foundation for the realization of seamless and e�cient communication networks

tailored to the needs of future vehicular deployments.

Looking ahead, the insights and methodologies presented in this dissertation o�er valuable pathways for

further research and development, driving advancements in network optimization, spectrum e�ciency, and

user experience in the dynamic realm of 5G vehicular communication networks. Incorporating ongoing col-

laboration, exploration, and innovation, this study is positioned to address the challenges and opportunities

ahead, contributing to the advancement of connected and autonomous mobility in the digital age.

5.2 Future Works

In paving the way for future research endeavors, several avenues emerge for expanding upon the foundations

laid in this study. As the cellular network landscape evolves and novel technologies emerge, integrating the

proposed algorithms with these advancements holds promise for further enhancing network performance and

addressing emerging challenges. Below are delineated potential areas of exploration and re�nement to guide

future investigations.

As the landscape of 5G networks evolves, the integration of adaptive beamforming and Multiple Input
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Multiple Output (MIMO) technologies stands as a promising avenue to further enhance energy and spec-

trum e�ciency. Incorporating adaptive beamforming techniques alongside the proposed resource allocation

strategies could usher in signi�cant improvements. However, further investigation and thorough studies are

needed to understand the potential impact and viability of reducing the Distance-Threshold metric through

the adoption of adaptive beamforming techniques.

Exploring beyond the scope of channel and power allocation, future research endeavors could delve into

the allocation of other vital resources within the wireless link. Investigating the allocation of resources such

as modulation schemes, antenna ports, and bandwidth parts presents an intriguing opportunity to optimize

network performance and e�ciency comprehensively.

The exploration of dual connectivity and carrier aggregation technologies within the framework of the

proposed vehicular frequency reuse scheme holds immense potential for enhancing users’ Quality of Experi-

ence (QoE) and QoS. Investigating the seamless integration of these technologies could unlock new avenues

for bolstering data rates and connection reliability in 5G networks.

With the dawn of the 6G era looming on the horizon, the integration of the proposed algorithms with

future 6G architectures presents an exciting realm for exploration. As researchers embark on the development

of 6G networks, leveraging the advancements in wireless technologies and the strategies developed in this

dissertation to provide superior services for users remains a paramount objective for future investigations.

While this research leveraged vehicles’ predictable movement patterns for channel allocation, direct uti-

lization of vehicles’ trajectories remains an area ripe for exploration. By obtaining CAVs’ future trajectories

through the interaction between CAVs and gNodeBs, and incorporating it into the channel allocation algo-

rithm, cellular networks can optimize performance. This is especially crucial for the resource allocation of

high-velocity users, thereby enhancing overall system e�ciency and reliability.

Integrating machine learning algorithms into channel selection processes holds promise for reducing future

handover requirements and enhancing network e�ciency. By leveraging past experiences and predictive ana-

lytics, ML algorithms can streamline channel selection processes. However, it’s essential to acknowledge that

implementing ML-based channel selection may introduce computational complexity. Despite the potential

for increased computational overhead, the bene�ts of reduced handover frequency and optimized resource

utilization justify exploring this approach further.

In the power control algorithm employed, simplicity and linear complexity are prioritized as the number of

users increases. This is achieved by allocating power to each CAV individually at each time-step, independent

of others. However, exploring the calculation and allocation of power for all users simultaneously, taking into

account their interference on each other, could signi�cantly improve and expedite optimal power allocation.

It is worth noting that such an approach introduces substantial computational complexity, which escalates
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rapidly with the growing number of users. Balancing the bene�ts of enhanced power allocation e�ciency

against the computational demands requires careful consideration and optimization strategies.
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Appendix A

Valid Distance Metric Criteria Investigation

In this section, the mathematical proof on valid distance criteria (including the function space, non-negative

condition, coincidence condition, and symmetry condition) for the proposed distance is provided.

Lemma 1: Function space

In this lemma, the function space mapping between inputs and an output of the proposed distance is

proven. Based on the �rst assumption in Theorem 1 in Section 2.3, both x and y are real numbers. Therefore,

the absolute value of their di�erences (the numerator) is always a real number. The denominator is also a

real number as the sum of the sum of the absolute values of x and y are always greater than zero. Hence,

the output of the proposed distance metric is always a real number.

x; y 2 R ) jx� yj 2 R;
p
jxj+ jyj 2 R

) d(x; y) 2 R (1)

Lemma 2: Non-negative condition

The numerator of the proposed distance metric is always greater or equal to zero and the denominator

is always greater than zero. Therefore, the distance can not be negative for any case.

x; y 2 R ) jx� yj � 0;
p
jxj+ jyj > 0

) d(x; y) � 0 (2)

Lemma 3: Coincidence condition

A valid distance metric can be zero only and only if two points are at the same location and have equal

values. In the proposed distance metric, the result is zero only and only if the numerator is zero and that

only happens if x is equal to y which proves the third condition of a valid distance metric.

d(x; y) = 0 , jx� yj = 0

) x� y = 0 ) x = y (3)

Lemma 4: Symmetry condition

According to the symmetry condition, there should not be any priority and order in metric input points.
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In other words, the distance between x and y must be equal to the distance between y and x. In (4), the

symmetry condition of the proposed distance metric is proven.

d(x; y) =
jx� yj
p
jxj+ jyj

=
j�(y � x)j
p
jyj+ jxj

d(y; x) =
jy � xj
p
jyj+ jxj

=
j�(y � x)j
p
jyj+ jxj

) d(x; y) = d(y; x) (4)
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Appendix B

Triangle Inequality Simulation Scaling

To show that scaling does not a�ect the triangle inequality and that Figure 2.2 can be generalized to any

arbitrary large area, a scaling factor A is employed. Assume A is a positive arbitrary real number and used

as scalar for x, y, and z points. Based on (6), although these simulations are limited to the range of �1000

to 1000, it can be scaled to the entire space (A!1) and still stay valid.

d(Ax;Ay) =
jAx�Ayj
p
jAxj+ jAyj

=
jA(x� y)j
p
A(jxj+ jyj)

=
Ajx� yj

p
A�

p
jxj+ jyj

d(Ax;Ay) =
p
Ad(x; y) (5)

According to (5), the distance between scaled x (Ax) and scaled y (Ay) is linearly related to the distance

between x and y with scale factor of
p
A. Therefore, scaling has no impact on triangle inequality.

d(Ax;Ay) + d(Ay;Az) � d(Ax;Az)
p
Ad(x; y) +

p
Ad(y; z) �

p
Ad(x; z)

d(x; y) + d(y; z) � d(x; z) (6)

Simulations in Figures 2.2 and 2.3 plus implementation of the Algorithm 1 in Section 2.3, covered millions

of random combinations of x, y, and z in range of �1000 to 1000 and it is proved that it can be scaled to

any desired large region. It should be noted that in case of arbitrary scales for each point such as A1x, A2y,

and A3z, one can employ A = max(A1; A2; A3) and it covers di�erent scales on each dimension.
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