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Abstract

User recognition in online social networks has emerged as an important problem in the domain

of social behavioral biometrics and social media forensics. In this thesis, the linguo-stylistic and

semantic analysis of textual data used to predict a user’s personality traits information is combined

with the graph structure of social interaction to build a social behavioral biometric user recognition

system. A Deep Neural Network (DNN) is �rst trained for the task of personality traits classi-

�cation using only the textual content from online social network (OSN) pro�les. Next, a novel

weighted graph representation scheme is proposed to encode social interactions within OSNs, in-

corporating information regarding the psychological similarity between interacting users. Finally,

a Graph Neural Network (GNN) is trained for the task of closed-set user recognition, and the util-

ity of the proposed system is evaluated on two different datasets demonstrating its superiority to

state-of-the-art methods aimed at user recognition.
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Chapter 1

INTRODUCTION

1.1 Motivation

Traditional biometric recognition systems have depended upon physiological traits such as �nger-

print, iris, face, and vein pattern to verify individuals’ identities [12]. Physiological biometric traits

represent unique, distinctive, and mostly permanent properties of individual identities which are

accurately veri�able [59]. However, biometric recognition systems that rely on physiological traits

require enrollment data to be collected in a controlled setting which can be resource-intensive,

laborious, and sometimes infeasible based on the nature and requirements of its application. Al-

ternatively, human behavioral patterns have been shown to provide important biometric cues and

capture discriminative features of an individual’s identity within the context of biometric recog-

nition [180]. Moreover, social-behavioral cues have been shown to increase the reliability of the

decisions made by traditional biometric recognition systems [156]. A recent emerging trend is to

utilize behavioral cues such as preferences, interests, habits, and patterns in social interactions as

soft-biometric modalities for recognizing individual identities [168, 146]. Online social networks,

which have evolved to become extensions of human social interaction, have allowed researchers to

infer detailed nuances within the interactions among its users [190].

The emerging area of social behavioral biometrics aims to model distinguishing characteris-

tics that manifest within a subject’s social interactions and communications within various social

contexts that online social networking sites provide a platform for [158]. Incidentally, personality

traits models have been used extensively by clinical psychologists to represent the explanatory fac-

tors behind an individual’s behavioral patterns [43]. It is widely accepted that the personality traits

of an individual are highly correlated with the patterns in their thoughts, ideas, and mannerisms.

Researchers in the public health and social science domains have identi�ed associations with per-
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sonality traits and long-term patterns in behaviors such as proclivity to exercise [127] and maintain

overall health [45], choice of occupation, and subsequent success and satisfaction in the �eld [53,

130]. User behavior and their psychological underpinnings have also been studied within the con-

text of online social networks for extracting demographic sentiment about a product or an opinion

[13]. While the users’ personality traits have been shown to in�uence the language used to express

themselves [92] and the structure of their social network [109], this concept has not been applied to

the domain of social behavioral biometric recognition. This has motivated us to study individuals’

personality traits and the structural patterns in the similarity of interacting individuals’ personal-

ity traits as novel behavioral soft-biometric traits and utilize them for the task of user recognition

within online social networks. To this end, this thesis presents a systematic methodology to infer

the latent personality traits of online social network users from the textual content available on

their social media pro�les. Further, we leverage this information along with the linguo-stylistic

and semantic patterns in the textual content shared by users as well as the patterns of interactions

within their online social context to distinguish one individual’s pro�le from another.

Platforms such as LinkedIn, Facebook, Instagram, Snapchat, and Twitter digitally encode vari-

ous types of social interactions such as professional, personal, and community relationships within

our society. The literature suggests that social media user pro�les represent an extension of one’s

�self� and re�ects true idiosyncrasies of users rather than a projection of their most desirable traits

[8, 145]. With the rapid rise in the popularity of social networks as one of the primary ways for

people to connect, the relationship between personality traits and online social activity has re-

ceived signi�cant attention within the context of cybersecurity over recent years. The foundation

for applying personality traits-aware social computing systems within the domain of social intelli-

gence and cybersecurity was established in a groundbreaking work by Wang et al. in 2007 [175].

While personality traits seem to in�uence important aspects of life, its application in the domain

of cybersecurity was initially explored in [95]. The authors analyzed the relationship between

employees’ personality traits and their compliance with cybersecurity policies and recommended

2



differential cybersecurity training protocols to meet the needs of diverse demographics and per-

sonalities. While personality traits may be directly measured in the form of a survey, passively

inferring personality traits from bio-signals such as an electroencephalogram (EEG) [191] poses

various challenges in both acquiring and accurately interpreting such data without actively involv-

ing a subject. On the contrary, covertly and accurately predicting personality traits from digital

footprints serves as a rapid, cost-effective, and scalable alternative to surveys and bio-signals,

which can be bene�cial for further applications in policy-making, cybersecurity, and healthcare

[46, 184, 28].

An individual’s online language use can re�ect their underlying psychological state, including

cues to their thoughts, feelings, perceptions, and personality. Although moods and feelings can

sway among individuals over time, their personality traits exhibit permanence once an individual

becomes an adult [151]. Thus, identifying psychological traits has a signi�cant value from the

perspective of cybersecurity and online behavioral research. Earlier works that utilize the textual

content from online social media extract many hand-crafted feature sets that rely on statistical co-

occurrence analysis. However, these methods do not scale well with the number of users and the

size of the corpus [32]. Recent advances in the �eld of Natural Language Processing (NLP) has

produced powerful language models that can rapidly extract rich feature sets for a large corpus of

text to be used for further classi�cation tasks, removing the need for hand-crafted features [88].

This approach allows us to formalize a generic and reusable methodology for utilizing textual data

from various types of online social networks to predict the users’ personality traits. To this end, the

thesis proposes a novel deep neural network architecture to predict the personality traits of online

social network users from the textual data available from their pro�les. We further demonstrate

how this architecture can learn a personality traits-aware encoding of the textual content shared by

users and how it can be utilized in downstream tasks, via transfer learning, such as measuring the

psychological similarity between two interacting users from the textual content shared by them.

3



1.2 Research Goals

The primary objective of this research is to investigate ef�cient ways to identify users of Online

Social Networks (OSN) as part of social behavioral biometrics research. Speci�cally, we will

study whether the analysis of linguo-stylistic and semantic features extracted from the text shared

by Twitter users can be used to predict their personality traits. Next, we will pose a question of

whether a similar analysis can be directly applied for the task of user recognition in online social

networks. Finally, we will demonstrate that the personality traits information can be combined

with the graph representation of users’ social networks and their behavioral patterns to increase

the accuracy of the standalone user recognition system.

Twitter has been a popular native online social networking platform as it represents public

discourse along with personal interactions and is openly accessible by researchers. The two most

important aspects of Twitter within the context of this study are the predominantly textual content

that users promulgate as tweets and the social network interactions that are encoded in the form

of replies, retweets, and mentions [6]. Analyzing the publicly available textual data on Twitter

will allow us to extract linguistic and stylistic patterns from the content shared by a user. We

propose a graph-based approach as it is well-suited to analyze the structural patterns within the

three types of interactions, where each user can be represented as a node and each interaction

between two users as an edge between the two users. Furthermore, with the emergence of graph

neural networks, it is possible to represent the sparse relational information extracted from user-

user interaction into low-dimensional subspaces that ef�ciently encode a node’s characteristics as

well as the identifying characteristics of its neighbors [192]. In the domain of social behavioral

biometrics, this thesis provides a systematic approach to combine the information obtained from

the linguo-stylistic analysis of a target user’s tweets with the structural information of their social

network obtained by analyzing the psychological similarity between interacting users, to recognize

and distinguish between user identities.

The methodology for applying personality traits information for the task of user recognition
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within the context of online social networks is not well understood. The idea of leveraging linguo-

stylistic and semantic features from the textual content and structural analysis of the personality

traits-aware graph representation of the online social network is proposed in this thesis. The fol-

lowing are some critical questions that will be addressed in this thesis to demonstrate the potential

of using personality traits-aware social behavior for user recognition in online social networks.

1. Can linguo-stylistic and semantic features extracted from the text shared by online social

network (OSN) users be used to reliably predict their personality traits?

2. Can users of online social networks (OSN) be identi�ed through only the linguo-stylistic and

semantic analysis of the text they have authored?

3. Can identi�able characteristics of user behavior be encoded by representing their retweet,

mention, and reply networks using Graph Neural Networks (GNNs)?

4. Can user pro�les and their interactions be augmented with the psychological trait information

inferred from Twitter timelines to improve the recognition performance of the standalone

user recognition system?

In this thesis, the aforementioned research questions will be answered through the development of

a novel methodology for user recognition combining a unique representation of psychological traits

with deep learning architectures, followed by extensive experimentation on a large representative

sample obtained from the Twitter online social network. During the experiments, the accuracy

of various input representation schemes and deep learning architectures is compared for personal-

ity traits prediction through linguo-stylistic and semantic similarity analysis of the text found on

the target users’ Twitter timelines. In addition, the performance of the proposed architecture for

personality traits prediction with the performance of state-of-the-art methods.
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1.3 Challenges

In this section, some of the challenges encountered when trying to model a user’s online persona are

analyzed in detail. The �rst challenge relates to representing the time-sequential textual data found

on Twitter. To model an OSN user’s online persona, researchers have tried to represent a user’s

traits in terms of the frequency, recency, and total number of posts shared across different intervals

(daily, weekly, monthly, etc.). Recent studies have also tried to employ a count-based approach to

analyzing the sequential textual content shared by users [132]. However, such statistical analysis

of content and its metadata must account for large margins of variability within a single user’s

patterns as well as a large overlap of common behavioral patterns across many users in order to be

employed in a user recognition system [158]. Consequently, linguo-stylistic and semantic analysis

of the content can be used in conjunction with the statistical approach to account for the variability

within a user’s pro�le as well as the overlap of common behaviors. Personality traits have been

shown to be relatively stable indicators of behavior among adults [151]. We also know that an

author’s personality traits can be deciphered from a relatively short corpus of text [5]. In this

thesis, we resolve the challenge by employing a user’s personality trait information along with the

statistical linguo-stylistic analysis and language model-based semantic analysis of an individual’s

tweet stream. This allows us to reduce the margin of variability within a user’s behavior as well as

the margin of overlap across user behaviors (see Section 4.2 for details).

The next challenge is related to extracting semantic representations of tweets to be used as

input for a classi�cation model. Current methods for author recognition using written samples

rely upon aggregating general-purpose word or sentence embedding schemes to analyze text data

[144]. These embeddings are high-dimensional real-valued vector representations of text which

can be used as input to further text classi�cation systems. Most recent methods make use of text

embedding schemes that use hand-crafted features and heuristics speci�c to the user database and

may or may not represent text found on social media platforms in a suf�ciently informative man-

ner. Hence, many of these systems are not easily scalable across a different set of users or the
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same set of users but over large intervals of time [147]. This thesis addresses this challenge. The

proposed personality traits classi�cation and user recognition systems use the general-purpose text

representations obtained from two models, namely the Universal Sentence Encoder (USE) lan-

guage model [16] and the Global Vectors for Word Representation (GloVe) model [114]. The

USE language model is pre-trained to encode short sentences and paragraphs found on the web

(Wikipedia, web news, web question-answer pages, and discussion forums). The GloVe model is

trained on word-word co-occurrence statistics based on 6 billion tokens extracted from tweets. As

will be demonstrated in the methodology section, the USE representation allows us to compute

tweet-stream-level semantic similarity and enables an informative representation of semantic rela-

tionships between two samples of text. This property is also useful in the user recognition task as

shown in Section 4.2.2.

Another challenge is related to the formulation of the user recognition task and the subsequent

requirements of the feature extraction module. If the user recognition task is formulated as a multi-

class classi�cation with each user identity represented by one output class, the number of output

variables would increase linearly along with each user enrolled in the system. This would dictate

that the user recognition model be re-trained for each new instance of data received from every

new user. Moreover, it is known that increasing the number of output classes negatively impacts

the performance of classi�cation systems, be it classical machine learning algorithms or neural

network architectures. To mitigate this scenario, a similarity-based approach is used in this thesis

that does not simply predict a single output class directly from the decision layer within the user

recognition system. First, the examples used to train the user recognition system are divided into

positive and negative exemplars by iteratively choosing each user as the anchor from the training

set. Next, neural network architectures are used as feature extraction modules when using textual

content and graph representation of the user social network as inputs. The neural network layers are

�ne-tuned such that when a distance measure is calculated by taking the �nal layer representation

of two input examples, the distance between positive examples is minimized and the distance
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between negative examples is maximized using the Siamese architecture. Therefore, in this thesis,

we formulate the user recognition problem using a metric learning-based approach to recognize

author identity from the input example. This approach requires periodic re-training on a subset of

examples from a subset of new users, as opposed to every example from every new user in the case

of the multi-class classi�cation formulation, as explained in detail in Section 4.2.1.

1.4 Contributions of Thesis

The four major contributions of this thesis are summarized as follows:

1. Deep learning-based linguo-stylistic analysis: A novel methodology for the linguo-stylistic

analysis of tweets is proposed for the task of predicting the psychological traits of OSN

users. Different classi�cation algorithms including classical machine learning algorithms

such as Support Vector Machines (SVMs) and randomized decision tree classi�ers (XG-

Boost) are compared with emerging neural network architectures well-suited for NLP tasks.

The problem of assessing the author’s personality traits using their tweets is formulated

as a multi-label classi�cation problem across the different personality scales. A recurrent

memory-based neural network model, i.e., the Attention-based Bi-directional Long Short

Term Memory (LSTM) architecture is proposed to minimize the probability error for each

of the discrete classi�cation tasks. This allows us to present a generalized methodology for

text-based personality traits assessment based on linguo-stylistic analysis without the need

for hand-crafted features, addressing research question RQ1 (see Section 3.3). This contribu-

tion has been published in the 16th IEEE International Conference on Advanced Video and

Signal Based Surveillance (2019) [79] and an incremental research study is currently under

revision in IEEE Transactions on Computational Social Systems (2021) [78].

2. Novel semantic similarity-based user recognition methodology: To mitigate the problem

of having too many output classes, a novel mechanism of social behavioral user recognition
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is developed using an attention-based Siamese stacked bi-directional LSTM [172]. The bi-

directional LSTM architecture allows for feature extraction from sequential data of varying

lengths using information from the past and future components of a sequence. The attention

mechanism enables the model to �attend� to distinctive patterns within the text, thereby re-

ducing the effect of noise and common patterns among users. The Siamese architecture [15]

allows the neural network to learn to minimize the distance calculated using the output layer

representations, thereby minimizing intra-user variability. Conversely, the Siamese architec-

ture also �ne-tunes the neural network weights to maximize the distance calculated when

two examples belonging to different users are fed as input, thereby minimizing inter-user

similarity. This allows us to overcome the �rst challenge discussed in Section 1.3 and to

address the research question RQ2 (see Section 4.2.1). This contribution has been published

as a separate subsection of a book chapter in Advancements in Computer Vision Applica-

tions in Intelligent Systems and Multimedia Technologies (2020) [168] and presented at the

Serene-Risc Workshop on The State of Canadian Cybersecurity Conference: Human-Centric

Cybersecurity (2020) [77].

3. Graph representation of user’s social network: A novel graph representation of replies,

retweets, and mentions suitable for social network analysis, developed by representing the

users as nodes, the occurrence of interaction as an edge, and the measure of psychological

similarity between the interacting users as the edge weights is the third contribution. The co-

sine similarity metric is used to calculate the similarity between the �nal-layer output from

the personality traits assessment network when the content shared by each of the interact-

ing users is fed as input. This allows us to construct a personality trait-aware tweet-stream

encoding of users within the online social network. Further, this enables us to compute tweet-

stream-level semantic similarity and overcome the second challenge discussed in Section 1.3

as well as to address the research question RQ3 (see Section 4.2.2). This contribution has

been published as a separate subsection of a book chapter in Handbook of Arti�cial Intelli-
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gence in Healthcare (2021) [146].

4. Personality traits-aware social behavioral biometrics: A new method for utilizing the

graph structure of the user’s social network is the �nal thesis contribution. A novel approach

is established for devising and training a graph neural network to learn a low-dimensional

representation of a user pro�le. The learned user embedding mechanism incorporates the

metric learning-based approach, utilizing sequential text data along with the social network

information encoded in the graph representation as detailed in Section 4.3, to overcome the

�nal challenge discussed in Section 1.3. A node is used to denote the linguo-stylistic and

semantic features from the textual content shared by the target user and an edge is used to

denote the occurrence of an interaction, weighted by the underlying psychological similarity

between the interacting users (denoted as the edge-weight). The proposed methodology

establishes superior performance in terms of recognition accuracy and mean reciprocal rank

metrics when compared with the state-of-the-art methods that analyze tweets and the social

network to recognize user identities (as evidenced in Section 5.2 in the thesis). Hence, we

show that user pro�les augmented with the psychological trait information inferred from

Twitter timelines can improve the recognition performance of a standalone user recognition

system, answering RQ4.

The performance of the developed personality assessment model is validated on two publicly

available datasets [116] and [124] and presented in Section 5.1. The two datasets consist of person-

ality traits measured across different psychological models, i.e., the Myers-Briggs Type Indicator

(MBTI) and the Big-�ve personality scale, containing information from a diverse sample of users.

Hence, the developed system is demonstrated to be a robust automated personality traits assess-

ment system. The proposed system is also shown to outperform previous works that aim to predict

the personality traits of Twitter users from the content and metadata information available on user

pro�les. Similarly, the performance of the proposed personality traits-aware social behavioral user

recognition system is validated on one publicly available dataset [167] of 500 users, one propri-
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etary dataset [159] of 250 users, and a dataset of user tweets we collected �in-the-wild� from a list

of Tweet IDs available in the GW Libraries Dataverse [40] repository, using the Twitter API. In

Section 5.2 of this thesis, we demonstrate that the accuracy of the fully integrated graph-based user

recognition model is improved when the psychological trait similarity between two users is consid-

ered as the weight of the edge representing their interaction (via replies, retweets, and mentions).

The publications resulting from this work are jointly co-authored with my supervisor, Prof. Marina

L. Gavrilova, director of the Biometric Technologies Laboratory at the University of Calgary as

well as other members of the lab.

1.5 Organization of Thesis

The entire thesis is divided into six chapters: 1) Introduction, 2) Background and Literature Re-

view, 3) Personality Traits Assessment on Twitter using Linguo-stylistic Analysis, 4) User Recog-

nition in Online Social Networks using Personality Traits-aware Tweet Embedding, 5) Experi-

mental Results, and 6) Conclusions and Future Work. The �rst chapter introduces the aim and

motivations behind research on personality traits-aware social behavioral biometric user recogni-

tion systems. The second chapter provides an overview of the basic concepts and terminologies

used within the domain of digital biometrics and summarizes the state-of-the-art research in social

behavioral biometrics. The third chapter details the proposed linguo-stylistic analysis and per-

sonality traits classi�cation system. The fourth chapter presents the standalone and the proposed

personality traits-aware user recognition system based on the graph transformer network. The �fth

chapter captures the results of the experiments carried out to validate the contributions in Chap-

ter 3 and 4. The sixth and �nal chapter provides the summary of the thesis and conclusions with

potential avenues of future research.
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Chapter 2

BACKGROUND AND LITERATURE REVIEW

Digital biometric technologies identify individuals from their physiology or behavior, and some-

times combine both of these components. In this thesis, we demonstrate the application of a new

modality in the form of latent psychological traits revealed by a user as one of the unique biomet-

ric traits. This modality can be expressed through patterns in the language and in interaction traits

among other users. Further, we develop a systematic approach to identify OSN users by lever-

aging the estimation of their psychological traits. This chapter presents a brief overview of the

basic concepts and terminologies used within the domain of digital biometrics and summarizes the

state-of-the-art research in social behavioral biometrics. Social network data mining techniques

and deep learning methodologies employed for this purpose are also discussed.

2.1 Fundamentals of Biometrics

Biometric technologies aim to rapidly and reliably identify a person based on unique and speci�c

biological characteristics [58]. Biometric systems usually model the identi�cation or authentica-

tion task as a pattern recognition problem [29]. They construct feature vectors from recognizable,

distinguishable, and veri�able traits within individuals’ physiology or behavior, and sometimes

a combination of both. The identity of an unknown individual is discerned by matching multi-

dimensional feature vectors.

2.1.1 Biometric Traits and Modalities

Biometric traits are the biological markers that can potentially serve as distinguishable identi�ers

of an individual. They can be classi�ed into two broad categories: physiological and behavioral

traits [59]. A third category is known as ‘soft biometric’ traits. These are markers that provide
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supporting information related to subjects’ identity such as age, gender, ethnicity, height, weight,

etc. [57], but lack the distinctiveness to suf�ciently distinguish between individuals.

Physiological biometrics are physical attributes of individuals such as �ngerprint, iris, reti-

nal veins, face, palm, ears, DNA, etc., which are unique to the subject’s physiology and can be

easily distinguishable from a population [58]. Physiological biometrics require that the physical

attributes be measured and recorded during an ‘enrollment’ phase [12]. Behavioral biometrics are

patterns that emerge from a subject’s activities and are said to be dictated by the individual’s be-

havior [126]. Analyzing micro-habits such as a subject’s handwriting, keystroke patterns, or voice

samples can serve as distinguishing identi�ers to some extent. Behavioral biometrics traits are typ-

ically acquired over an extended period to account for idiosyncratic patterns that might manifest

in such data. Moreover, these patterns are subject to the individual’s state of mind of individuals

[12] and vary depending on their mood, emotions, or other external factors. Soft biometric traits

are characteristics of a subject that provide partial information about their identity but lack ex-

plicit distinctiveness and permanence to suf�ciently differentiate between two given subjects from

a population. Some examples of soft biometric traits are gender, ethnicity, height, weight, age,

clothing, accessories, etc. [57]. This information can serve as identi�ers when combined with

other distinguishing biometric traits.

The concept of social behavioral biometrics posits that a person’s unique traits are inherent in

their social interactions and communications within online social networks (OSNs) [157]. Physio-

logical and behavioral traits such as �ngerprint, iris, gait, and voice modalities require sensors for

data input and the active physical participation of the user, which poses logistical challenges for

large-scale enrollment and deployment of user recognition and monitoring systems [27]. Since so-

cial communication is an indispensable part of human behavior, analyzing spatio-temporal patterns

in a person’s social connections and characteristics of the content created by them and the style of

their interactions with the platform and other users have shown to reveal identi�able patterns [39].

Recent applications of social behavioral biometrics have shown that analyzing multiple biometric
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traits and employing fusion techniques can improve the overall recognition performance of a bio-

metric recognition [156]. Based on this concept, this thesis introduces a novel methodology for

user recognition based on their linguo-stylistic and personality traits.

2.1.2 User Recognition Modes - Veri�cation vs. Identi�cation

A biometric user recognition system can be used to verify the claimed identity of a user or identify

a user from a population. In the veri�cation mode, a user claiming an identity from a population

of enrolled subjects produces a biometric template known as the query template by placing a �nger

on a �ngerprint scanner, for example. The biometric recognition system then performs a one-to-

one (1:1) matching of the query template with the stored template of the speci�ed enrolled subject

[59]. A user is authenticated and classi�ed as a legitimate user based on a matching score, which

is derived from a distance or similarity measure between the query and the enrolled template [85].

The performance of a user veri�cation system is often measured by the False-Acceptance Rate

(FAR), de�ned as the percentage of veri�cation instances in which unauthorized persons are in-

correctly accepted, and the False-Rejection Rate (FRR), de�ned as the percentage of identi�cation

instances in which authorized persons are incorrectly rejected [125]. Additionally, Precision, and

Recall metrics [161] are also used to measure the performance of user veri�cation systems (see

2.3.4).

In the identi�cation mode, the user does not claim an identity from the enrolled population.

Instead, the user may produce a query template, or the query template may be extracted passively

by the system. The biometric recognition system then performs a one-to-many (1:N) matching

of the query template with all of the enrolled templates within the population and produces a list

of candidate users ranked according to the matching score between their templates and the query

template [59]. The assumption here is that the query user template is previously enrolled, and the

user’s identity lies within the enrolled population. This setting is known as closed-set identi�ca-

tion [57]. The performance of a closed-set user identi�cation system is frequently measured by

the percentage of identi�cation instances where the ground-truth identity matches one of the top-N
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Figure 2.1: Difference between a generic biometric veri�cation vs. biometric identi�cation system
(adapted from [59])

identities returned by the system, known as the Rank-N Accuracy. Additionally, the Mean Recipro-

cal Rank (MRR) score is also used as a measure to evaluate identi�cation systems [3]. For a single

query, the reciprocal rank is de�ned as
1

rank
where rank is the position of the correct identity in the

list of candidate users returned by the identi�cation system ordered by their matching score with

the query. For multiple queries Q, the Mean Reciprocal Rank is the mean of the Q reciprocal ranks

[174], given by Equation (2.1). The difference between the two recognition modes is illustrated in

Figure 2.1.

MRR =
1
Q

Q

å
i=1

1
ranki

(2.1)

2.1.3 Application of Biometrics to Social Network Data

Studies show that content-based, contextual, and temporal patterns within interactions between

users can be utilized as a behavioral biometric trait to improve the performance of multi-modal

biometric recognition systems [158, 177]. Broad-based adoption of online social network sites

has created digital environments that re�ect the underlying structure of social association between
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users [8]. With technological advances allowing automated analysis of large data sets, the online

social network paradigm has evolved into an aggregate knowledge resource that captures dynamic

social information �ow within our society [190]. As a consequence of these developments, there

is a rich opportunity to analyze social behavior at unprecedented levels of scale and resolution,

which has led to a growing body of research at the intersection of data mining and social network

analysis. Emerging research as demonstrated in [159], [132], and [83] extract statistical and lin-

guistic features from the content promulgated by users and the patterns in their social interactions

to model user identities. In this thesis, this idea is extended by leveraging the latest tools for natu-

ral language processing (NLP), graph-based analysis, and deep learning to extract useful features

from the user content and their social network data. Furthermore, information about users’ per-

sonality traits and the degree of overlap between users is estimated to represent social af�nity. The

developed system belongs to the broader category of social behavioral biometric systems.

2.2 Social Network Data Analysis

Social media has evolved in many forms, such as personal blogs, forums, professional networks,

photo/video-sharing platforms, micro-blogs, chat applications, and social networks. In 2020, the

global social penetration rate reached 49 percent, with East Asia and North America having the

highest penetration rate at 71 and 69 percent respectively, followed by Northern Europe at 67 per-

cent [152]. In the aftermath of the Cambridge Analytica data breach, social media platforms such

as Facebook, Instagram, and Snapchat limit the data they provide to developers through their Ap-

plication Programming Interfaces (APIs) [74]. Hence, Twitter remains the most popular platform

for academic research since it still enables access to data made publicly available by its users via

its API [169]. Twitter provides a few key features that are of prime importance in the context

of our research. Primarily, it is an online micro-blogging and social networking platform where

users can post a �Tweet�, which is a text message up to 280 characters, that are broadcast to all

users who choose to �Follow� the author of a tweet on Twitter’s social network. Tweets are also
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publicly visible to all users. Tweets can also contain emojis or have images attached to the text.

A user can relay a tweet made by another user via a �Retweet�, forwarding the original tweet to

their followers. Users can also �Reply� to others’ tweets, which is similar to retweeting, but the

original tweet is not relayed to their followers. Users can also choose to �Mention� other users

in their tweets, replies, or mentions using the �@� symbol followed by the username they wish to

address. While tweets can be ideas, opinions, commentary, or any form of thoughts expressed as

language, replies, retweets, and mentions encode the interactions between users. Furthermore, all

of this information is publicly available via the API. Hence, social networks such as Twitter pro-

vide a unique opportunity for researchers to integrate social theories with computational methods

to study how individuals interact and how communities form and evolve at an unprecedented scale.

In this thesis, the social network information encoded within replies, retweets, and mentions

are represented and analyzed as a graph. Our research also focuses on the textual content within

the tweets generated by Twitter users because it is the most abundantly available form of data

across user pro�les. Twitter’s character limit encourages users to condense their thoughts into short

text, which reduces the noisiness in the text they produce while encoding the author’s distinctive

rhetorical style and idiosyncratic characteristics in their use of language.

2.2.1 Graph Theory Fundamentals

An important aspect of social network analysis is the investigation of inter-user interactions and

relationships. Graph theory provides the appropriate tools required to study abstract concepts in-

volving actors and relationships. A graph is a mathematical representation of a network consisting

of a set of �nodes� or �vertices� and a set of �edges� or �arcs�. A user on an OSN such as Twitter

can be considered as an actor and represented as a node in a graph. Additionally, two users can

interact on the social network via replies, retweets, and mentions. This interaction can be consid-

ered a relation and represented as an edge between the two nodes that represent the users in the

graph. When a relationship carries directional information, the edge is referred to as a directed

edge from the beginning from a �source� node and connecting it to a �target� node and the graph
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is referred to as a directed graph. For example, the interaction of replying to or mentioning another

user can be represented as a directed edge from the node representing the user posting the reply

to the node representing the user being replies to or mentioned. Conversely, when relations do not

contain directional meaning, the edge representing the relation between two nodes is known as an

undirected edge and the graph is called an undirected graph. Examples include hashtag networks

where the common occurrence of the same hashtag in two users’ tweets can be represented as an

undirected edge between the two users. A directed graph which contains a path from at least one

node back to itself is known as a cyclic graph and conversely, an acyclic graph does not contain

any paths from any node back to itself.

Additionally, edges can also be associated with a numerical value called �weight� and the edge

is referred to as a weighted edge and the graph is called a weighted graph. This can denote the

strength of the relation between two nodes as in the case of user-similarity graphs [119], or it could

denote the cost of traversing an edge as in the case of routing graphs. The social network data

can be formally represented as a graph G = (V;E;w), where V and E denote the sets of nodes and

edges, respectively, in the graph G. The weighting function w : E! R maps edges to their weight.

The edge weights between the target node vi and sample node v j is denoted as w(vi;v j) within an

adjacency matrix A. In the case of a unweighted graph, w(vi;v j) = 1 if nodes vi and v j have an

edge between them (ei; j 2 E), and w(vi;v j) = 0 if they do not have an edge between them. For a

weighted graph, w(vi;v j)2R. For an undirected graph, the adjacency matrix A is symmetric along

the diagonal. An example of a simple undirected graph and it’s adjacency matrix is presented in

Figure 2.2a. The same graph is modi�ed to show an example of a weighted directed graph in

Figure 2.2b. If one of the edges between a and d was removed, it would also be an acyclic graph.

2.2.2 Centrality Measures

Centrality measures are a collection of metrics that quantify the importance of a speci�c node to

the network. Centrality measures can be used as node-level features within the network. Several

centrality measures measure slightly different nuances of the node’s structure its role within the
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(a) Undirected Graph (b) Weighted Directed Graph

Figure 2.2: Illustration of unweighted undirected graph vs. weighted directed graph.

graph. In this thesis, a node’s importance within the network is used to encode its positional

information. Hence, it is important to know about the following centrality measures:

� Degree centrality measures the importance of a node as the number of edges it shares with

other nodes. This concept can be applied to OSN platforms where people with many con-

nections are considered to be important, or �in�uencers�. The normalized degree centrality

for node a vi in an undirected graph is denoted as Cd and de�ned as:

Cd(vi) =
di

n�1
; (2.2)

where di is the number of edges adjacent to node vi, and n is the number of nodes within

the graph. Since n� 1 denotes the maximum possible number of edges for a node, it is

used as a normalization factor. For directed graphs, we can either use the number of edges

that terminate at a node (in-degree, din
i ) or the number of edges that originate from the node

(out-degree, din
i ) or a combination of both (din

i + dout
i ).

� Eigenvector centrality of a node generalizes the degree centrality concept by accounting

for the importance of its neighbors, or incoming neighbors in directed graphs. This cor-

responds to the idea that OSN users having connections to in�uential users have more

in�uence than users with the same number of connections to non-in�uential users. The

adjacency matrix A is used to keep track of a node’s neighbors within a graph. Given a

node vi the eigenvector centrality Ce(vi) is a function of its neighbors’ centralities and is
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given by:

Ce(vi) =
1
l

n

å
j=1

A j;iCe(v j); (2.3)

lCe = AT Ce (2.4)

where l is a �xed constant and Ce represents the centrality vectors for all the nodes in a

graph, i.e., Ce = (Ce(v1);Ce(v2); : : : ;Ce(vn))T . This is equivalent to saying that Ce is an

eigenvector of adjacency matrix AT (or A in undirected networks, since A = AT ) and l

is the corresponding eigenvalue. A matrix can have many eigenvalues and, in turn, many

corresponding eigenvectors. Since positive values for the centrality vector is preferred, the

eigenvalue can be chosen such that the eigenvector components are positive. Based on

the Perron-Frobenius theorem, computing the eigenvalues of A and selecting the largest

eigenvalue produces the eigenvector Ce such that all its components are positive.

� The PageRank algorithm [112] mitigates two major issues that arise when using the Eigen-

vector centrality for directed graphs. First, the eigenvector centrality of a node is only

passed on when there are outgoing edges. This can lead to zero centrality values in the case

of graphs that do not contain cycles (directed acyclic graphs). Second, a node with a high

eigenvector centrality passes all of its centrality along all of its outgoing edges. This effect

is not desirable in the context of OSNs because everyone who is followed by an in�uential

user may not be in�uential. Hence, the PageRank algorithm divides the centrality value

passed from a node to its neighbors by the number of outgoing links (out-degree). There-

fore, each connected neighbor only gets a fraction of the source node’s centrality. Given a

source node vi, the PageRank algorithm calculates its centrality Cp(vi) as:

Cp(vi) = a
n

å
j=1

A j;i
Cp(v j)

dout
j

+b (2.5)

The �rst term is similar to eigenvector centrality and its effect is controlled by a constant,

a . The second term, b , is used as a bias to avoid zero centrality values. Assuming that all
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nodes have positive out-degrees (dout
j ), Equation (2.5) can be reformulated in matrix form

as:

Cp = b (I�aAT D�1)�1 �1; (2.6)

where D is a diagonal matrix of out-degrees, i.e., D = diag(dout
1 ;dout

2 ; : : : ;dout
n ). In practice,

a < 1
l is selected, where l is the largest eigenvalue of AT D�1)�1. In undirected graphs,

the largest eigenvalue of AT D�1)�1, l = 1 and therefore, a < 1 is chosen.

2.3 Text Mining and Classi�cation

The text classi�cation task is of speci�c interest within the scope of this thesis. The goal is to uti-

lize the text obtained from users’ tweets to predict their personality traits and further build a user

recognition system capable of determining if a particular user is the author of a given sequence of

tweets. Information found within databases is considered to be structured data since the �elds or

columns describing a data point are logically de�ned, and the data is quanti�able and searchable.

Textual information within databases is parsed based on the column containing it. In contrast,

the information appearing as natural language text on OSN pro�les is considered unstructured

data since it cannot be processed directly by a computer. Feldman et al. [33] �rst addressed this

problem with the idea of Knowledge Discovery from Text (KDT), using concept hierarchies to

extract structured representations from unstructured text and further utilize these representations

to discover useful patterns. Since then, the term �text mining� has evolved to refer to the tech-

niques and algorithms used to discover relevant and interesting patterns within large amounts of

text. Text mining methods can be applied to perform text categorization/classi�cation, clustering,

concept/entity recognition, sentiment analysis, document summarization, entity-relation modeling,

etc., on unstructured text data. A typical text classi�cation framework comprises the following op-

erations conducted in the speci�ed order: pre-processing, input representation, feature extraction

and selection, and classi�cation [73]. In this thesis, several text mining techniques are used in

combination to represent and classify unstructured text available on the Twitter social network in
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the form of tweets.

2.3.1 Text Pre-processing

To prepare a text document for feature extraction, it must be converted to a sequence of characters.

Pre-processing can consist of some or all of the following tasks: tokenization, �ltering, lemmatiza-

tion, and stemming. Tokenization separates a piece of text into atomic units called tokens. Tokens

can be words, characters, or sub-words of n-characters known as n-gram characters. At the same

time, certain characters such as punctuation marks are removed. The list of tokens then serves as

the raw building-blocks representation of the text within a computer for further processing [178].

Filtering removes words that do not possess descriptive information about the content e.g., prepo-

sitions and conjunctions. Similarly, words occurring quite often in the text but known to have little

information to distinguish different documents are also �ltered out. This step is also known as

�stop-word� removal [182]. Lemmatization is the task that groups together morphologically sim-

ilar words to be analyzed as a single item [21]. Lemmatization methods try to map the verb form

of words to in�nite tense and nouns to a single form. Since lemmatization relies on part-of-speech

(POS) tagging, i.e., �rst labeling words as nouns, verbs, pronouns, etc., which can be tedious and

error-prone, stemming methods are preferred. Stemming methods are language-dependent rules to

obtain the stem (root) of derived words [179].

2.3.2 Input Representation and Feature Extraction

The most common way to represent text documents for computational processing is to convert them

into sparse numeric vectors [55]. Given a collection of documents D = fd1;d2; : : : ;dDg, let V =

fw1;w2; : : : ;wVg be a set of distinct words/terms in the collection of documents, known as the vo-

cabulary. Then, the frequency of term w2V in document d 2D is given by fD(w;d). The term vec-

tor ~td for document d consists of jV j dimensions and is given by ~td = (w(w1);w(w2); : : : ;w(wv)).

One of the earliest forms of text representation is the �Vector Space Model� (VSM) [139], where

each term in a document is represented by a numeric value indicating its weight or the importance
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in the document. The most popular term-weighting scheme is the Term frequency-inverse docu-

ment frequency (TF-IDF) method [90]. The TF-IDF term-weighting for a word w in document d

is calculated as follows:

TF-IDF(w;d) = fd(w;d)� IDF(w) (2.7)

IDF(w) = log
jDj+ 1

fD(w)+ 1
+ 1 (2.8)

where jDj is the total number of documents, fd(w;d) is its term frequency, given by the number

of times the word w appears in document d, and fD(w) is the document frequency, given by the

number of documents in D containing w 2 V . Using TF-IDF, the term frequency is normalized

by the inverse document frequency, IDF. This normalization decreases the weight of the terms

that frequently occur across documents in the collection. Consequently, the representation of a

document is in�uenced by distinctive words, which have relatively low frequencies in the collection

and high frequencies within documents. A numerical vector representation can be used to �nd

similarity between two documents d1 and d2 using the cosine similarity measure between their

term vectors computed as:

Similarity(d1;d2) = cos(q) =
åjV ji=1 w(wi;d1) �w(wi;d2)

q
åjV ji=1 w(wi;d1)2 �

q
åjV ji=1 w(wi;d2)2

(2.9)

The above formulation is commonly referred to as a count-based Bag-of-Words (BoW) method

since a document is represented by a vector whose entries are determined based on word frequen-

cies within and across documents. It is sometimes also modi�ed to use count-based measures of

character or word n-grams.

2.3.3 Text Classi�cation

The task of assigning prede�ned class labels to samples of text is commonly referred to as text

categorization or text classi�cation. Increasingly, the feature extraction and selection stage have

been coupled with machine learning algorithms that are capable of �learning� a function that can

separate data points (documents) belonging to different classes in the distributed vector space [102]
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using their vectorized representations. Given a training set of documents D = fd1;d2; ;dng, each

document di is labeled with a class label ci from the set C = fc1;c2; ;ckg, where k is the number

of classes. The goal is to �nd a classi�cation model or a function f where f : D!C, such that f

can assign the correct class label to a test instance (new document) d, or f (d) = c. Classi�cation

models can assign the labels explicitly or return a probability estimation for each of the class

labels in C. Since the correct class labels for the training data are known beforehand, supervised

learning algorithms can be used to optimize the parameters of the classi�cation model. This is

fundamentally different from unsupervised learning where the training data does not come with

class labels and the goal is to �nd interesting groupings of data points based on their features.

Text classi�cation has been studied extensively and below are some of the most commonly used

algorithms:

� Naive Bayes’ (NB) classi�er is a probabilistic learning method that relies on the BOW input

representation [96]. It is based on Bayes’ theorem with the �naive� assumption that every

pair of features are conditionally independent, given the class label. The probability of a

document d having the class label c is denoted as:

P(cjd) =
P(c)Õnd

k=1 P(tkjc)
P(d)

=) P(cjd) µ P(c)
nd

Õ
k=1

P(tkjc) (2.10)

where P(tkjc) is the conditional probability of term tk occurring in a document of class

c. We can interpret P(tkjc) as the probability of c being the correct class label given the

occurrence of tk in d. P(c) is the prior probability of a document occurring in class c and

P(d) is the probability of a given document occurring in the dataset and is constant for

every class. ht1; t2; : : : ; tndi are the tokens in d that are part of the vocabulary we use for

classi�cation and nd is the number of such tokens in d. For text classi�cation, the class

with the highest probability is chosen as the predicted class label, known as maximum a

posteriori (MAP) class or cmap:

cmap = argmax
c2C

�P(cjd) = argmax
c2C

�P(c)
nd

Õ
k=1

�P(tkjc) (2.11)
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where �P represents the approximately value of the true parameters P(c) and P(tkjc), esti-

mated from the training data. There are two main models used in NB classi�cation models

to estimate �P and predict cmap � the Bernoulli model [82] and the Multinomial model

[65].Even though the assumption of conditional independence between features is not true

in many real-world applications, the NB classi�er performs surprisingly well when com-

pared to the state-of-the-art methods of text classi�cation [149].

� k Nearest Neighbor (kNN) classi�ers are proximity-based methods that utilize distance

or similarity measures to determine the class label of a test document [163]. The central

idea in kNN classi�ers is that documents which belong to the same class are likely to be

�similar�, and hence close to each other. Since the documents are represented as real-valued

vectors, a similarity measure such as the Cosine similarity de�ned in Equation (2.9) can be

used as the distance metric. Alternatively, the Euclidean, Manhattan, Minkowski, and the

Mahalanobis distance measures are commonly used when documents are represented as

points in a high-dimensional space. The unknown label for a test document is inferred

from the known class labels of k most similar or �nearest� points from the training data,

based on the similarity/distance measures [181]. In a 1NN classi�er, each test document

is assigned the class label of its closest neighbor. For k > 1 the majority class label of the

k closest neighbors is assigned to a test document. The rationale of kNN classi�cation is

based on the �contiguity hypothesis�, where a test document d is expected to have the same

label as the training documents located in the local region surrounding d [143].

� Decision Tree classi�ers recursively partition the training dataset into smaller subdivisions

based on a set of �rules� learned on the �attributes� or features [37]. Each rule is derived

from the dataset based on inductive reasoning and can be represented as a node in a tree

structure. The goal is to derive a classi�cation rule by hierarchically partitioning the train-

ing data based on threshold values of attributes. Each node splits the data according to

a speci�c attribute depending on the Information Gain metric [121] achieved by creating
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a rule. The algorithm ends when there are no more rules that reduce the overall entropy

of the model. The learned decision tree can be linearized into a set of classi�cation rules

[133]. Given a data point, the outcome is the rule at the leaf node in conjunction with the

conditions de�ned along the path from the root to the leaf node. In the case of text data,

the conditions within the nodes of a decision tree are de�ned in terms of the frequencies

of speci�c words appearing in the document [4]. For example, a node may be subdivided

into its children based on the document frequency of a particular term in the document.

Decision tree ensembles are frequently used in practice, which combines the original de-

cision tree approach with techniques such as bagging and boosting techniques to improve

the accuracy [19].

� Support Vector Machines (SVM) are supervised learning algorithms that have been applied

extensively for text classi�cation [62]. SVMs are designed to �nd linear separators between

data points belonging to two different classes [61]. First, the input vectors (documents) are

non-linearly mapped to a very high-dimensional space. Next, a linear decision surface, or

hyperplane, is constructed such that the margin of separation between any two classes is

maximized [24]. The hyperplane is determined by maximizing the margin between �sup-

port vectors�, which are the data points on the boundary of a class. If the document vectors

of the two classes are not linearly separable, the hyperplane is chosen such that it mini-

mizes the classi�cation error. Support Vector Machines (SVM) are well-suited for sparse

data with high dimensionality because of their ability to learn important features, regardless

of the dimensionality of the feature space [63]. Due to this reason, SVMs are frequently

used for text classi�cation and clustering [50].

2.3.4 Model Evaluation Metrics

To optimize the parameters in the classi�cation models discussed above, a suitable evaluation

metric is to be chosen such that it �ts the objective of the problem being solved. Consider the
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simple case of binary classi�cation with two possible classes: positive or negative. An instance

where the model correctly classi�es a sample of a positive class as a positive class, is called True

Positive (TP) [153]. Similarly, an instance where the model correctly classi�es a sample of a

negative class as negative class is called True Negative (TN) [153]. Conversely, an instance where

the model incorrectly classi�es a sample of a positive class as a negative class is known as False

Negative (FN) and the instance where the model incorrectly classi�es a sample of a negative class

as a positive class is known as False Positive (FP). Using the above de�nitions, various evaluation

metrics are derived to measure the performance of a classi�cation system [166].

Accuracy is the simplest metric used to evaluate classi�cation performance [50]. It is de�ned

as the number of correct predictions divided by the total number of predictions. It is given by

Equation (2.12). When the dataset is imbalanced, i.e., when one class is more frequent than others,

accuracy does not indicate the true performance of the classi�er. For example, if 10% of the data

belonged to the positive class and the rest belonged to the negative class, a classi�er which chooses

to label all the input data as negative would have an accuracy of 90%. Hence we use Precision,

Recall, and F-1 scores to measure class-speci�c performance of classi�ers.

Accuracy =
Number of correct predictions
Total number of predictions

=
T P + T N

T P + T N + FP + FN
(2.12)

Precision measures how many samples being predicted to belong to a particular class actually

belong to that class [128]. It is de�ned as Equation (2.13). Recall measures how many samples

belonging to a particular were correctly predicted to belong to that class. It is de�ned as Equation

(2.14). The F-score combines the precision and recall into one metric by taking the harmonic mean

of the two. It is de�ned by (2.15):

Precision(P) =
T P

T P + FP
(2.13)

Recall(R) =
T P

T P + FN
(2.14)

F-score(F1) =
2PR

P + R
(2.15)
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The Receiver Operating Characteristic (ROC) curve is a plot that shows the performance of a

binary classi�er as a function of its cut-off threshold [115]. The ROC curve plots the true positive

rate (TPR) against the false positive rate (FPR) for various threshold values. The area under the

curve (AUC) of the ROC curve is an aggregated measure of the performance of a binary classi�er

on all possible threshold values. The AUC-ROC metric is calculated as the area under the ROC

curve and is between 0 and 1. A classi�er with an AUC-ROC of less than 0.5 is considered to

perform worse than a random guess. The higher the values of AUC-ROC for a classi�er, the better

is its performance.

2.4 Personality Traits as a Social Biometrics Trait

Previous sections introduced the overall architecture of the biometric system discussed the use of

OSN data as one of the behavioral biometric types, provided a summary of linguistic approaches to

text classi�cation, and introduced social network analysis fundamentals. This section introduces a

new concept of personality traits from social media classi�cation and frames it as a social biomet-

ric trait. Personality traits have been shown to in�uence some fundamental aspects of life such as

occupational attainment, success in personal and professional relationships, and longevity [165].

Modern approaches in clinical psychology, economics, political theory, and advertising have in-

corporated personality trait information. Behavioral therapists especially use empirical models of

personality to help thousands of people [26]. Research in personality assessment has been ap-

plied in clinical psychology to understand the structure of phenotypic traits [43] for psychological

conditions [113]. Public health research has also empirically identi�ed associations with mea-

sured personality traits and behavior such as proclivity to exercise [127], consume tobacco [100],

and maintain overall mental and physical health [45]. Economists have also found that personality

traits predict behaviour in certain economic games [11, 71, 14]. Other research in social science has

found that the Big-Five personality traits predict the choice of occupation and subsequent success

and satisfaction in the �eld [53, 130, 138]. Research has gone as far as demonstrating Big-Five’s
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utility in predicting satisfaction in intimate relationships [93]. Accurately predicting a personality

traits from digital footprints may serve as a rapid, cost-effective, and scalable alternative to surveys

measuring a person’s sentiments, opinions, or personal preferences.

Behavior expressed on social networks can be analyzed from the content and patterns emerging

from social media posts. Personality traits have shown to be relatively stable and unique indicators

of behavior among adults and do not change drastically over time [151]. Studies have shown that

an author’s personality traits can be deciphered from a relatively short corpus of text [5]. Emerging

research has suggested that traces of personality expressed on social media can represent unique,

permanent, and accurate models of human social interactions that can be used for soft-biometric

recognition [137]. Hence, a person’s personality traits information can be considered as soft bio-

metric traits since it strongly correlates with their behavior and emotions. A neural network-based

classi�er trained to predict users’ personality traits across the above-discussed dimensions based

on the content of the users’ tweets can embed information about the user’s personality traits in

the low-dimensional representation of tweets. A similarity metric calculated between the repre-

sentation of two tweet streams is considered to be the degree of overlap in the personality traits

expressed by the two users. The concept of obtaining personality traits-aware tweet embedding

based on linguo-stylistic analysis was �rst published as a separate subsection of a book chapter

in Advancements in Computer Vision Applications in Intelligent Systems and Multimedia Tech-

nologies (2020) [168]. Further, a novel methodology for linguo-stylistic analysis and prediction of

personality traits using Twitter data was presented in [79] and improved in [78]. Next, the concept

of a personality traits-aware graph representation of a user’s social network pro�le was proposed

in a separate subsection of a book chapter published in the Handbook of Arti�cial Intelligence in

Healthcare (2021) [146].

2.4.1 Personality Traits De�nitions

Emerging research direction in social network analysis aims to classify an individual’s personality

traits by analyzing their digital footprints on online social networking platforms. Typically, such
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works estimate the personality traits of individuals using two prevalent personality scales: the

Big-�ve model [97] and the Myers-Briggs Type Indicator (MBTI) model [106]. Both of the above-

discussed models are examined in our research.

Big-�ve Personality Traits: The �ve-factor model [97], commonly known as the Big-Five

model, has emerged as the most well researched, well regarded, and widely accepted theoreti-

cal frameworks of personality [7]. It is premised on the hypothesis that it is possible to derive a

comprehensive taxonomy of human personality traits by sampling language, as they have evolved

to include words that identify unique and signi�cant individual-level differences in peoples’ man-

nerism and behaviour [41]. The method involves presenting subjects with an extensive lists of

adjectives or phrases (administered as the Revised NEO-Personality Inventory Test [25]) that can

be used to describe enduring individual-level characteristics. Their ratings of how well each word

or phrase describes themselves or another individual are recorded. When factor analysis is applied

to the collected scores, the emergence of the following �ve factors have been replicated in a variety

of languages and subpopulation samples: Openness , Conscientiousness, Extraversion, Agreeable-

ness and Neuroticism (OCEAN) - each of which is considered to be expressed at varying degrees

among individuals. To summarize the meaning of each individual traits we use the �ndings from

[72]:

� Openness measures a person’s proclivity to seek new experiences. It is related to the in-

dividuals’ imagination, curiosity, interest in culture, ideas, and aesthetics. People high on

Openness tend to have a great appreciation for art, adventure, and new or unusual ideas.

Those with low Openness tend to be more conventional and less creative.

� Conscientiousness measures an individual’s tendency to be organized as opposed to be-

ing spontaneous. People high on Conscientiousness are more likely to be well organized,

reliable, and consistent. They have been shown to plan ahead, seek achievements, and

pursue long-term goals. Individuals who score low on this trait are generally easy-going,

spontaneous, and creative.
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� Extraversion measures the extent to which an individual seeks social stimulation in the

company of others. Extroverts tend to be expressive of positive emotions, more outgoing,

friendly, and socially active. They are usually energetic and talkative, do not mind being at

the centre of attention, and make new friends more easily. Introverts are more comfortable

in their own company, can be reserved, and tend to seek environments characterized by

lower levels of external stimulation.

� Agreeableness measures how sensitive a person is to maintaining positive social relations.

People who score high on this trait tend to be friendly and compassionate. They are more

likely to behave in a cooperative way, trust people, and adapt to the needs of others, but

avoid confrontational situations.

� Neuroticism measures how stable the person is emotionally. A person who scores high

on this trait tends to experience mood swings and negative emotions such as guilt, anger,

anxiety, and depression. Highly Neurotic people are more likely to experience stress and

nervousness, while those with lower Neuroticism tend to be calmer and more self-con�dent,

but at the extreme they may be emotionally reserved.

Myers-Briggs Type Indicator (MBTI): The Myers-Briggs Type Indicator (MBTI) is an alter-

native assessment of personality, based on Carl Jung’s theory of types [97]. It continues to be

the most frequently administered general personality test and the relationship between the Big-

�ve and MBTI has been explored by the authors of [38] and they report that the Agreeableness

(A) score from the Big-�ve model was correlated only with the Thinking-Feeling (T-F) dimen-

sion in MBTI. Conscientiousness (C) was found to be correlated with both Thinking-Feeling (T-

F) and Judging-Perceiving (J-P) dimension. Extraversion (E) was strongly correlated with the

Introversion-Extraversion (I-E) dimension. The Openness (O) score from the Big-�ve model was

correlated with all four, especially Intuitive-Sensing (N-S), dimensions. Neuroticism (N) was not

related to any MBTI subscale score. The different labels across Big-�ve personality traits and

MBTI is illustrated in Figure 2.3.
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(a) Big-�ve personality traits: each trait can
be expressed at varying degrees (0-1)

(b) MBTI: one trait from each quadrant
is selected as a personality type (0/1)

Figure 2.3: Illustration of different personality labels within Big-�ve and MBTI Personality Scales

2.4.2 Personality Trait Assessment from Social Media

Each personality trait can be characterized by certain behavioural patterns observed on social media

platforms[7]. One of the �rst works that attempt to decipher personality traits from Twitter was

presented in 2011 by the authors of [120]. They showed that it is possible to predict the user’s �ve

personality traits on a scale of 1 to 5 knowing only their following, followers, and listed counts. In

2015, the authors of [118] analyzed a corpus of tweets collected from 1,500 Twitter users to predict

their MBTI personality traits labels, using binary word n-gram and count-based features such as the

total number of followers, total tweets and retweets, favourites count, and listed counts. However,

both of those methods do not leverage rich feature sets from the corpus of language available

for each user on Twitter. Since information about personality and behaviour is considered to be

encoded in language [97], one of the early linguistic analysis of social network data was carried out

in [42] which reports reliable accuracy across the Big-�ve personality traits. The Linguistic Inquiry

and Word Count (LIWC) text analysis was used to generate statistics across 81 different features

from the MRC (Medical Research Council) Psycholinguistic Database. However, interpreting

model results requires a certain level of psycholinguistic background. Additionally, since these
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programs are developed on long-paragraph format written text, it is unclear if they can be directly

deployed on social media platforms, especially Twitter.

Authors of [87] presented the best result on the PAN 15 Author Pro�ling dataset [124], using

word2vec word embedding with recurrent neural networks. They hierarchically built word and

sentence representations from character embeddings to address this issue, but the reusability of

this architecture is questionable since the neural network is only validated on 152 data points. A

more recent work [5] drastically reduced the training data required for text-based personality mod-

elling, making use of a static word-embedding technique GloVe [114], working towards scalable

systems accommodating the number of users. Recently, the authors of [104] showed that applying

dimensionality reduction techniques such as Latent Semantic Analysis (LSA), and Second Order

Attributes (SOA) can improve the accuracy of linear models such as an SVM. The authors of [60]

experimented with LSTM, Bi-directional LSTM and Gated Recurrent Units to show that it is pos-

sible to train DNN models capable of discerning users’ personality traits on Twitter. A summary

of recent works aimed at personality traits classi�cation using Twitter is provided in Table 2.1.

In addition to language, online social network users also express themselves through various

stylistic behaviours. Including an emoticon in a tweet, for example, conveys an emotional stance

of the author. Research presented in [132] demonstrates that non-verbal communications such

as emoticons and word count can be used to improve author identi�cation during chat conversa-

tions. The authors of [35] experimented with style markers, such as length of tweets (in terms

of characters and words), frequency of hashtags, and frequency of hyperlinks shared, and found

that they could improve author identi�cation tasks. More recently, [150] showed that emoticons,

ellipses, question marks and exclamation marks serve as structural markers indicative of individual

behaviours within the domain of Twitter. The authors of [94] compared the performance of various

classi�cation methods such as Naive Bayes’ classi�er, decision trees, random forest, and support

vector machines (SVM) applied to the set of handcrafted features, including most of the linguistic,

psycholinguistic, and network-related features discussed above. They experimented with feature
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Table 2.1: Summary of key works aimed at personality traits prediction or classi�cation on Twitter

Paper Year Dataset Synthesis Results

[120] 2011 Twitter
(335

users)

Used Following, Followers, and Listed
counts to perform logistic regression and
predict Big-�ve personality traits on a [1;5]
scale. The results are translated to [0;1] scale
for comparison.

Achieved Mean Ab-
solute Error (MAE)
varying from 0.138
(openness) to 0.176
(extraversion).

[42] 2011 Twitter
(279

users)

Integrated LIWC and MRC language fea-
tures with Twitter usage statistics, structural
and sentiment features and used Gaussian
Process (GP) and ZeroR regression to pre-
dict Big-�ve personality traits on a [0;1]
scale.

Achieved MAE
varying from 0.12
(openness) to 0.18
(neuroticism) on a
proprietary dataset.

[87] 2016 Twitter
(152

users)

Implemented deep-learning-based classi�ca-
tion model from atomic character represen-
tations to build hierarchical, vectorial word
and sentence representations and developed
a model for Big-�ve personality traits pre-
diction a [0;1] scale.

Achieved MAE
varying from 0.12
(openness) to 0.19
(neuroticism) on the
PAN 2015 Author
Pro�ling dataset.

[5] 2018 Twitter
(1,300
users)

Reduced the data requirement for personal-
ity modelling to 25 tweets from each user by
extracting GloVe word embedding features
from text and applying Gaussian Process re-
gression for Big-�ve personality trait predic-
tion on a [0;1] scale.

Achieved MAE
varying from 0.11
(openness) to 0.13
(extraversion) on a
proprietary dataset.

[104] 2019 Twitter
(152

users)

Extracted latent features using Latent Se-
mantic Analysis (LSA) and Second Order
Attributes (SOA) and used linear support
vector classi�er (LSVC) to classify Big-�ve
personality traits as a binary class label (0/1).

Achieved an average
accuracy of 83%
on the PAN 2015
Author Pro�ling
dataset.

[60] 2020 Twitter
(508

users)

Experimented with Long Short-Term
Memory (LSTM) networks, Bi-directional
LSTMs, and Gated Recurrent Units (GRU).
Implemented feature vector averaging
combined with GRU to classify Big-�ve
personality traits of Indonesian Twitter users
as a binary class label (0/1).

Achieved an average
accuracy of 66.9%
on a proprietary
dataset.
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selection techniques based on Information Gain, Chi-square, and Pearson Correlation Coef�cient

and achieved a maximum accuracy of 72% for the Extraversion/Introversion class.

The above section provided a preliminary understanding of personality traits, discussed how

they are strongly related to human behavior and presented the prevalent scales used to measure

them (MBTI and Big-�ve). It also discussed the state-of-the-art approaches to personality traits

estimation/classi�cation using OSN data such as the text authored by users, statistical patterns in

their interactions, and structural patterns in their social connections. This thesis posits that applying

personality traits information discerned from a user’s OSN data can enhance user recognition in a

biometric system. The upcoming section discusses the current literature in user recognition using

OSN data.

2.5 User Identi�cation in Online Social Networks

The context for social behavioral biometric user recognition on Twitter was �rst established in

[159] which used TF-IDF to extract count-based features from tweets. They used the TF-IDF

measure on the number of occurrences of replies and retweets among two users and denote it as

a friendship network and the occurrences of common sets of URLs and hashtags shared between

users as the contextual pro�le. In addition, the authors also investigated temporal behaviors by

analyzing a user’s posting patterns over time and developed a real-valued representation of the

user pro�le during the enrollment stage. For veri�cation, a Euclidean distance-based similarity

measure was calculated between a given user pro�le and all user pro�les within the population

of users in the dataset. Studies so far aimed at closed-set user recognition on OSNs focus on

user tweets and rely on linguistic and stylistic signals [167]. Methods that leverage the network-

related information have developed features derived from URL and hashtag network similarity

and temporal statistics to be used as input to a classi�cation system [159]. Recently, many neural

networks have been trained to effectively and ef�ciently learn representations of graph data [47] to

be further used for tasks such as node classi�cation [192], link prediction [188], and user identity
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linkage across social media platforms [176].

2.5.1 Content-based User Identi�cation

Content-based approaches to user recognition in OSNs have traditionally relied upon feature sets

derived from quantitative linguistic analysis such as frequency of n-grams, part-of-speech (POS)

tags, and bag-of-words methods including Term Frequency-Inverse Document Frequency (TF-

IDF) [90], and word-word co-occurrence statistics such as the Global Vectors (GloVe) for word

representations [114]. Count-based approaches to model the online persona of users are based upon

frequency, recency, and the total number of posts shared across different intervals (daily, weekly,

monthly, etc.) to represent a user within the OSN [167, 111]. When applied to the problem of user

recognition, count-based methods often involve statistical analysis of the content and its metadata

such as writing style, frequency patterns in punctuation, URLs, hashtags, and emojis [131, 1]. Such

methods sometimes make use of similarity-based matching to verify the identity of users once a

baseline is developed from the training data [10, 159]. The �nal representation of users achieved

in any case must account for large margins of variability within a single user’s patterns over time

as well as a large overlap of common behavioral patterns across many users. Content and count-

based user characteristics are often analyzed to solve the problem of authorship attribution, where

the author of any given excerpt of text is identi�ed from a population of users [107, 167, 131, 10].

A summary of recent works aimed at personality traits classi�cation using Twitter is provided in

Table 2.2.

2.5.2 Motivation for Graph Neural Networks

Classi�cation tasks that deal with graph data (irregular data structure) require modeling the rela-

tional information from an irregular data structure. Traditional DNN architectures are not suitable

in this situation. The authors of [140] �rst proposed the Graph Neural Network (GNN) model

which is capable of encoding the structural characteristics of graph data. GNNs are connectionist

models that capture the relational dependence between nodes using the concept of message passing

36



Table 2.2: Summary of key works aimed at user recognition on Twitter

Paper Year Dataset Synthesis Results

[107] 2012 Blogs
(100,000
users)

Studied the feasibility of author iden-
ti�cation on social media data using
stylometric features such as word-
length, frequency of punctuation and
special characters, and vocabulary
richness.

Achieved Rank-1 accuracy
of 20% and Rank-20 accu-
racy of 35% using a combi-
nation of linear SVM, Naive
Bayes’, Regularized least
squares classi�ers.

[131] 2016 Twitter
(10,000
users)

Review methods of authorship at-
tribution using character, word, and
POS n-gram features.

Achieved Rank-1 accuracy
of 63% using Power Mean
SVM.

[159] 2017 Twitter
(250

users)

Applied count-based features such as
frequency and TF-IDF measures to
twitter mentions, URLs, and Hashtag
shared between users to extract user
pro�le embedding.

Achieved Rank-1 accuracy
of 70.6% and Rank-10 accu-
racy of 83.4% by applying
a Euclidean distance-based
matching algorithm to iden-
tify authors.

[167] 2019 Twitter
(500

users)

Modeled tweets into 4-gram charac-
ter sequences and fed it into a CNN
consisting of a series of 1D convo-
lution, folding, k-max pooling, and
hyperbolic tangent activation opera-
tions.

Achieved baseline accuracy
of 63% and Rank-1 accu-
racy of 65% and made their
dataset public.

[2] 2020 Twitter
(3957
users)

Combined lexical features such as
character n-gram and word counts,
with structural and syntactic features
such as POS tags and punctuation
count to develop a writer identi�ca-
tion framework.

Achieved Rank-1 accuracy
of 72% and Rank-5 accu-
racy of 80% when using 500
tweets per user for training.
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[192]. Given an arbitrary graph G, all the nodes are converted into recurrent units and all the edges

are converted to simple feed-forward networks. Once the nodes and edges are converted, messages

are passed from neighboring nodes around a given reference node, through directed edges. This

process is known as neighborhood aggregation via message passing. For each reference node, the

embedding within its recurrent unit is updated by applying the recurrent function on its current

embedding followed by a summation of the edge neural network outputs from the neighboring

node embeddings. This process is performed in parallel across all nodes in the network because

the embeddings in layer L+1 depend on embeddings in layer L. When the message passing proce-

dure is carried out a few times, a completely new set of embeddings for each nodal recurrent unit

is obtained. To represent the graph, the �nal vector representations of all nodal recurrent units are

summed. This variant is also known as Gated Graph Neural Network [84]. GNNs learn states that

can represent a node as the aggregate of the information from its neighborhood with arbitrary depth

and are invariant to permutations of the node traversal order. Moreover, GNNs follow linear com-

plexity with respect to the number of edges (E), i,e., O(E). In this thesis, GNNs are used to extract

node embeddings that capture a user’s characteristics from the social network graph aggregated

with information from the users they are connected to.

2.6 Summary

From the above literature review, it is clear that count-based and content-based approaches com-

bined with machine learning approaches and careful feature engineering are major drivers of user

identi�cation accuracy. However, the works discussed above do not leverage the sequential na-

ture of the data found on Twitter or formalize the methodology to represent such data. More-

over, they do not analyze the psychological pro�le of users, which has demonstrable predictive

utility in terms of user behavior. Consequently, we posit that users’ psychological pro�les and

their similarity-based network representation can be applied to the problem of user identi�cation.

Therefore, in contrast to previous studies, we derive the psychological similarity measure as the
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cosine similarity metric calculated between the personality traits-aware tweet encoding of the cor-

responding interacting users’ tweet streams. Further, we leverage content-based semantic features

available within individual user pro�les to represent user nodes within the graph representation.

Although emerging works carry out graph-based analysis, they do not employ modern techniques

such as Graph Neural Networks (GNNs) to exploit graph-based data to their fullest extent. The

motivation for our work research arises in the potential that modern graph neural networks such as

Graph Transformer Networks (GTNs) offer in combining the rich content-based features with the

graph structure inherent in OSNs (see Section 2.5).
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Chapter 3

PERSONALITY TRAITS ASSESSMENT ON TWITTER

USING LINGUO-STYLISTIC ANALYSIS

This chapter presents a novel personality traits assessment methodology. First, a Linguo-stylistic

Personality Traits Assessment (LPTA) system is proposed to combine linguistic and stylistic fea-

tures of tweets extracted from a user’s pro�le, while encoding their personality traits information.

Next, an Attention-based LSTM (AB-LSTM) is developed and trained for the task of personal-

ity traits assessment across the MBTI and Big-�ve labels, utilizing the linguo-stylistic features

from the LPTA system. The feature representation learned within this deep neural network is

used further for personality traits-aware user similarity estimation as detailed in Chapter 4. The

contributions from this chapter were presented at the SERENE-RISK Workshop on The State of

Canadian Cybersecurity Conference [77] and appeared in the 16th IEEE International Conference

on Advanced Video and Signal Based Surveillance [79]. Another publication is currently under

revision in the IEEE Transactions on Computational Social Systems journal [78].

3.1 Overview

The proposed methodology aims to encode a user’s tweets while capturing their linguistic and

stylistic characteristics and simultaneously �ne-tuning the obtained encoding for personality traits

assessment. For the �rst time in the domain of social behavioral biometrics, linguistic features used

in natural language processing that represent the term frequency, words co-occurrence statistics,

and contextual information are combined with stylistic features that are proven to capture users’

behavioral patterns on social media. This novel combination incorporates linguistic, semantic,

and stylistic characteristics within user tweet stream representation and maximizes the accuracy of
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personality traits estimation of target users.

Another novel proposal is an ensemble model trained to predict a user’s personality traits given

their tweet stream. The Genetic Algorithm (GA) feature combination technique is used to obtain

the linguo-stylistic feature set. The GA uses the performance of personality traits assessment from

the ensemble model as the �tness criteria when selecting a possible combination of features. The

pairing of the ensemble model and the genetic algorithm used to obtain the set of linguo-stylistic

features for personality traits assessment is referred to by us as the Linguo-stylistic Personality

Traits Assessment (LPTA) system. Next, the linguo-stylistic features obtained using the LPTA

system are used to encode tweets while training a deep neural network (DNN) for the task of

personality traits assessment.

A novel input representation scheme and a deep neural network architecture are proposed to

address the second challenge discussed in Section 1.3 regarding the scalability and descriptiveness

of the features extracted across a different population of users. Hand-crafted features and heuristics

used in previous methods work for the speci�c problem and the user database. These methods

may not represent text found on social media platforms in a suf�ciently informative manner for

personality traits classi�cation and user recognition. In contrast, employing a DNN instead of

a traditional classi�cation/regression method allows us to reuse the personality traits-aware tweet

representation learned within the network for further related tasks such as user similarity estimation

and user identi�cation (see Section 4.2.1).

3.2 Personality Traits Dataset Description

In this thesis, the Twitter MBTI dataset [116] and the PAN 2015 Author Pro�ling challenge dataset

[124] are used to develop a linguo-stylistic system and an Attention-based Bi-directional LSTM

(AB-LSTM) for personality traits assessment. The Twitter MBTI personality dataset [116] was

compiled from the PersonalityCafe forum and made available on Kaggle1. It is a collection of the
1Kaggle dataset link:https://www.kaggle.com/datasnaek/mbti-type
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latest 50 tweets from 8675 people, and on each row is a person’s four-letter MBTI personality trait

label. The PAN 2015 Author Pro�ling dataset [124] was released as part of the author pro�ling

task at the CLEF 2015 aimed at predicting authors’ demographics from their writing. The English

language section of this dataset is considered in this work. It is a collection of tweets from 152

users, containing 200 tweets for each user. Each example in the PAN 2015 Author Pro�ling dataset

is annotated with gender, age group, and self-assessed Big-�ve personality trait scores on a range

of [-0.5, 0.5], which is transformed to the [0,1] interval to train our models.

3.3 Linguo-stylistic Personality Traits Assessment (LPTA) System

The major components of the proposed personality traits assessment framework are illustrated

in Figure 3.1 with the modules with novel contributions shaded in yellow. The main advantage

of using the proposed system over previous methods is that we obtain a reusable representation

scheme that encodes linguo-stylistic patterns and semantic features from the content of users’

tweets which is predictive of their personality traits. This addresses the �rst challenge discussed in

Chapter 1 (see 1.3).

As a preprocessing step, the URLs and Twitter �mentions� are �ltered out as they do not di-

rectly indicate any language characteristics that can discern personality traits. Count-based rep-

resentation (TF-IDF), GloVe word embedding [114], and Universal Sentence Encoder [16] are

employed to convert the pre-processed text into real-valued vector representations. The GloVe

word-embedding model, trained on a corpus of 27 billion Twitter tokens, is employed to capture

linguistic similarity within the tweets belonging to users with similar personalities. The GloVe

model provides an alternative to the simple Vector Space Model (see Section 2.3.2) and provides

vector representation of words where the resulting representations exhibit linear substructures in

the word vector space. This aspect of the GloVe word embedding model enables us to perform se-

mantic analysis of the tweets by determining the similarity between words [114]. The transformer-

based sentence encoding model, Universal Sentence Encoder, uses the concept of �attention� to
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compute context-aware representations of words in a sentence that take into account both the or-

dering and identity of all the other words. The two complementary representations are combined

using a genetic algorithm and the reduced feature set is used as input to the ensemble personality

assessment model. The extent to which a trait is exhibited in a user’s personality is estimated on a

scale of [0-1] using Linear SVM and gradient-boosted decision trees (XGBoost). The feature ex-

traction mechanism (FCC + Stylistic features) and Linguo-stylistic Personality Traits Assessment

(LPTA) classi�cation pipeline detailed in this section is not tightly coupled with the language of

the tweets. It is worth noting, that if needed, the proposed methodology can be adapted to analyze

tweets from languages other than English by utilizing the appropriate multilingual versions of the

GloVe and Universal Sentence Encoder components [34, 183, 117].

3.3.1 Input Representation and Feature Extraction

In the preprocessing stage, stylistic attributes are �ltered from tweets using regular expressions

[171]. The list of stylistic attributes includes hashtags, emoticons, mentions, URLs, and punctu-

ations such as ellipses, exclamation, and question marks. The frequency of occurrence of these

attributes is recorded for each user as they have shown to be predictive of their behavior (see Sec-

tion 2.4.2). The user-level frequency of each attribute is normalized by the user’s tweet count and

employed as stylistic features. To extract linguistic features, the �ltered tweets are lemmatized by

reducing each word to its root form. Since text documents require to be converted into sparse nu-

meric vectors for computational processing (see Section 2.3.2), the tweets authored by a particular

user are concatenated into one �document�, and the frequencies of each word in these documents

are used to create a document-term matrix. The TF-IDF value for each word is calculated using

Equation (2.7) and the document-term matrix. This step is known as TF-IDF count-based vector-

ization, which is a ubiquitous input processing step across machine learning-based text processing

methodologies. In this scheme, words that are unique to a user’s vocabulary are assigned a higher

TF-IDF value than words frequently used by other users (denoted as 0 in Fig. 3.1). To improve

upon the rudimentary TF-IDF input representation scheme, speci�c linguistic features which are
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