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ABSTRACT 

Many neurological disorders such as epilepsy rely on MRI for detection of structural 

abnormalities. However, the current clinical MRI methods are insufficient and insensitive in 

detection of subtle abnormalities. MRI quantitative T2 mapping is a promising quantitative 

medical imaging technique as it is highly sensitive to tissue composition. The conventional 

approach for T2 mapping assumes mono-exponential signal decay; however, this is rarely 

observed due to transmit field inhomogeneity and miscalibration at high field MRIs. The non-

exponentially results in poor fits and a systematic bias in estimated decay rates. A recently 

proposed fitting method, called stimulated echo correction, uses the same input data but estimates 

the major confounds associated with mono-exponential fitting. Optimal accuracy and non-optimal 

precision is achieved in this method.  

My first aim was to develop a stimulated echo correction based method with fewer parameters and 

higher precision relative to the original one. The second aim was to implement this new method in 

order to better identify abnormal brain regions in temporal lobe epilepsy that were poorly 

visualized on standard images. I hypothesized that my improved stimulated echo correction with 

fewer parameters would provide more accurate and reliable transverse relaxometry imaging than 

does conventional or the original stimulated echo correction fitting methods, and would improve 

our ability to detect subtle irregularities associated with epilepsy. The new method was evaluated 

with simulated and in-vivo data, in which up to 27% reduction in variance in the new method 

compared to the original stimulated echo correction was observed. Moreover, the new method had 

greater reliability in categorizing abnormalities in hippocampal regions when compared with 

exponential and stimulated echo correction methods. I concluded that the new method is able to 
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reduce the variance in T2 relaxometry from multi-echo spin echo sequences; therefore, this method 

can potentially help in detection of those lesser obvious hippocampus abnormalities.  
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CHAPTER ONE! : INTRODUCTION 

Epilepsy is one of the major neurological diseases in Canada and worldwide. The term 

epilepsy refers to a number of different syndromes with a common characteristic of recurrent 

unprovoked seizures [1]. The process by which the healthy brain develops epilepsy involves 

different mechanisms; however, the exact and distinct pathways underlying epilepsy development 

are still unknown. It is important to avoid assuming that all seizures in one epileptic patient must 

be due to the same mechanism. For example, in multifocal cases, in which several regions of the 

brain are responsible for the initiation of seizures, there may be more than one mechanism 

involved. In general, the proposed mechanisms include seizures that are due to gene mutations, 

developmental disorders or malformations, and seizures that develop upon the expansion and 

progression of alterations in response to an insult or injury. These mechanisms are not mutually 

exclusive and may together cause seizures. The multi-mechanisms of epilepsy are a reason for the 

drug resistivity of seizures. One anticonvulsant pharmacological agent used to treat epilepsy may 

inhibit one mechanism, while another mechanism may continue to cause seizures. According to 

the National Population Health Survey (NPHS), approximately 300,000 Canadians suffer from 

epilepsy, and 55,000 of these patients have seizures that cannot be controlled by antiseizure 

medications [2]. In the cases in which patients do not respond to medications, surgical removal of 

the brain area generating seizures may be the only available treatment. Surgical treatments are 

more feasible for lesional epilepsy patients, wherein the abnormal region of the brain responsible 

for epilepsy is detectable by current medical imaging modalities. Approximately 20–30% of drug 

resistant, epileptic patients fall into the lesional epilepsy category [3]. For those nonlesional cases, 

surgical treatment may not be as successful and may also be more difficult to plan and perform. 
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For nonlesional patients who undergo surgical treatment, a cure for seizures is achieved in less 

than 50% of these patients due to incomplete identification and incomplete removal of the entire 

area generating seizures, known as the epileptogenic zone [2]. The epileptogenic zone has three 

main parts, which may be distinct or partially/completely overlapping:  

i)! The epileptogenic lesion is an abnormal brain region that causes seizures and is 

sometimes seen on magnetic resonance imaging (MRI) scans. 

ii)! The irritative zone is the area that generates interictal epileptiform discharges 

(brief seizure-like discharges between seizures without any associated symptoms) 

typically recorded by electro-encephalography (EEG). 

iii)! The seizure onset zone is where seizures begin and is identified by EEG 

recordings. 

The chance of being seizure-free after surgery is 2.5 times greater when an 

epileptogenic lesion, that is the structural abnormality, is seen on a magnetic resonance (MR) scan. 

Although MR imaging is a mainstay to identify epileptogenic lesions, 25% of patients with 

uncontrolled seizures show no visible lesions with available MR technologies. This is mainly due 

to the insensibility of qualitative MR images that are used in medical assessments. Detection of 

those small and subtle abnormalities that may be hard to visually pinpoint in qualitative imaging 

results in inaccurate estimation of epileptogenic zones. Qualitative imaging is also prone to human 

error because specialists are needed to visually inspect them and compare those supposedly 

abnormal regions with the surrounding healthy areas. Therefore, new sensitive methods to identify 

abnormalities on MR scans are urgently required. The new MRI method should be highly accurate 

and capable of producing MR images that could distinctively distinguish healthy brain regions 
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from unhealthy epilepsy lesions. This is crucial because in an MRI setting, artifacts caused by the 

patient, environment, or the MRI machine itself can obscure MR images and generate unusual 

spots on the image that resemble unhealthy epilepsy lesions. Although MRI is not the sole modality 

used to diagnose epilepsy, false detection of structural abnormalities from MRI may hinder 

physician decision-making or, in extreme cases, result in the false localization of an epileptogenic 

zone for surgical planning. Therefore, the new method should be able to correctly eliminate or 

reduce those artifacts in order to generate accurate MR images. The new ideal method should be 

highly precise. A precise MRI method would be capable of generating consistent images, which 

increases the reliability of investigation. This is particularly important in longitudinal and cross-

sectional investigations where repeatability is essential to the task. Finally, the ideal MRI method 

should be independent of the MR machine make and brand, independent of situational 

circumstances that are not part of MRI protocol, and also minimally dependent on an investigator’s 

or physician’s visual capabilities. These factors can introduce bias in the data interpretation and 

result in an unreliable MRI. One possible solution or proposal could be to generate quantitative 

MR images, instead of conventional qualitative ones [4]. In an MR image, each part of the image 

is represented by a number called the intensity. In quantitative MR imaging, the scanner is a 

measurement tool for the intensities, rather than a simple camera or visualization tool. The image 

intensities are intrinsic normative values that are constant between subjects with identical 

conditions. This enables between-subject investigations and! 8)/<*),! +4)!.))/! +3! 8)?1! 3.! +4)!

#",<-?! *-2-'"?"+"),! 3E! +4)! 8)#")A)8,! E38! +4)! /"-9.3,",%! Quantitative MRI techniques can 

potentially increase the sensitivity of clinical investigations by allowing cross comparison of 

measurements in a single subject with those acquired in a healthy population. Furthermore, 

quantitative methods could provide the basis for monitoring subtle changes caused by the 
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progression of the disease over time. 

1.1!Objectives and Hypothesis 

My aim is to use advanced magnetic resonance technologies to better identify 

epileptogenic lesions. Although standard and routine clinical MRI exams are able to detect large 

abnormalities, small lesions are often not seen on those scans [5]. Nonstandard quantitative MRI 

methods that are not currently used for clinical assessments have shown promise in the detection 

of subtle abnormalities in certain forms of epilepsy, specifically temporal lobe epilepsy (TLE), 

wherein the seizure-generating region of the brain is located in the temporal lobe of the brain. One 

particular MRI technique that has been extensively studied and shown to be effective is transverse 

relaxometry. This is the process of measuring the rate of transverse signal decay, which has 

revealed hippocampal abnormalities that were poorly visualized on standard qualitative images 

[6]. 

Although there are several methods available for transverse relaxometry, this work focuses on 

transverse relaxometry that is acquired with a multi-echo spin echo pulse sequence. Multi-echo 

spin echo pulse sequence is still considered to be the gold standard [7] for transverse relaxometry 

due to the swarm of artifacts, such as magnetic field inhomogeneities [8] and finite radiofrequency 

pulse effects, [9] that ultimately impede the implementation of alternative methods, such as 

DESPOT2 [7] or T2 FARM [10]. Multi-echo spin echo pulse sequence provides highly accurate 

but relatively slower image acquisition when compared with the two other aforementioned 

methods. Transverse relaxometry data is typically acquired with a multi-echo spin echo pulse 

sequence that creates a series of images with different echo times; the relaxation rate is then 

extracted on a pixel-by-pixel basis via mono-exponential fitting of the signal intensity versus echo 
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time. While this approach has been used extensively, it is sensitive to errors in the transmit field 

(i.e., the flip angle) and is known to return biased results [11]. This is particularly problematic at 

high field MRI (e.g., 3.0 Tesla), where the tip angle always varies within and between slices. A 

recently proposed fitting method, called stimulated echo correction (SEC) [12], uses the same input 

data but also estimates the major confounds associated with mono-exponential fitting. I 

hypothesize that stimulated echo correction would be capable of providing more accurate and 

reliable transverse relaxation times than conventional fitting methods and will improve our ability 

to detect and treat subtle irregularities in TLE.  

1.2!Thesis Organization and Contributions 

In this research, chapter two contains an overview of the epilepsy disorder and 

magnetic resonance imaging principles. This chapter covers only those topics that are related to 

my objectives. For the epilepsy overview, I describe the overall disorder is described with the most 

common and recent seizure classification of epilepsy. It is important to understand that the focus 

of this research is on those patients with focal epilepsy and epileptogenic lesions located on 

hippocampi. In the following sections, different treatment options are described, while 

emphasizing the surgical treatment pathway. Finally, in the epilepsy section, the most effective 

techniques for the diagnosis of epilepsy are discussed in which MRI and more specifically 

structural MRI techniques are explained in greater detail. The MRI background section of my 

thesis consists of descriptions of principle parts that facilitate two basic MRI contrast mechanisms, 

T1 and T2 relaxations. There are a few topics that are more closely related to my objectives, such 

as extended phase graph (EPG), spin echo imaging, signal-to-noise ratio (SNR), and transmit field, 

which (B1) are explained in greater detail. Finally, in this chapter, I discuss statistical topics to 

evaluate the results.  
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Chapter three describes my proposed method, which is an improved version of SEC 

for transverse relaxometry. The original SEC method was developed by Lebel and Wilman [6], 

with the goal to accurately estimate T2 time constants without partially deteriorating the actual 

signal and, therefore, losing crucial tissue information. My contribution started with examining all 

of the parameters for possible ways of reducing noise propagation in the final T2 map. After 

several approaches that are discussed in chapters two and three, I concluded that the most optimal 

one would be to eliminate 1 parameter from the fit (B1 parameter) in order to increase precision. 

To do so, I examined different imaging smoothing filters and designed a 2D polynomial filter that 

I explain in greater detail in the following chapter. The additional smoothing step was added to the 

original SEC code to estimate T2 relaxations in a two-parameter fit. Additionally, to increase 

computation speed and reduce artifacts in the original MR images, I added a step to reduce spatial 

resolution and the number of echoes of the original image. This method was evaluated on three 

individuals each with 7 sequentially repeated scans. Dr. Lebel provided assistance in debugging 

the code and performing the scans. I presented the results of the simulated and in-vivo evaluations 

at several different conferences, including the 2016 International Society for Magnetic Resonance 

in Medicine (ISMRM) conference. At this time, the results successfully illustrate that the new 

method is capable of achieving a higher level of accuracy in comparison with the original SEC 

method.  

In chapter four, to address the second objective of my work, I gathered a homogenate 

sample population consisting of those temporal lobe epilepsy patients with subtle abnormalities 

who had shown no previous MRI-visible epileptogenic lesions. The data set was provided by Dr. 

Federico. The original SEC exponential and the proposed iSEC methods were evaluated using this 

data set. The entire slice selection and region of interest (ROI) analysis was done by myself with 
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adequate training provided by Shaily Singh, a clinical fellow in epilepsy and electrophysiology at 

the University of Calgary. I explain the results from this examination in the chapter.  

Finally, in chapter five, I discuss a summary of the entire research and future direction 

of the field. In addition to discussing possible shortcomings of this newly developed method, such 

as the limitation to mono-component computation and exclusion of Rician noises in the algorithm, 

a few possible improvements in the epilepsy study are discussed, such as a larger sample size. 

Moreover, the influence of participation in the ISMRM conference and an exchange program with 

the University of Campinas are discussed in this chapter, as well. The exchange program with the 

University of Campinas was an opportunity provided by I3T program at University of Campinas 

while Drs. Lebel and Frayne played influential roles in making such exchange trip to occur. It was 

during this trip that I was able to examine the iSEC method at a different scanning center with a 

Philips scanner.  
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CHAPTER TWO!: BACKGROUND 

2.1!Epilepsy 

The impact of epilepsy is widespread, spanning physical and mental health aspects in 

both individuals and communities. Unprovoked and unpredictable seizures can cause significant 

chaos in epileptic individuals that may sometimes be life-threatening. As reported in [13], [14], 

the prevalence of sudden unexpected death in epilepsy (SUDEP) is estimated to be up to 1% of 

epilepsy patients annually [13], [14]. Many factors, including duration of epilepsy, number of 

antiepileptic drugs (AEDs) administered, and seizure frequency, affect the likelihood of SUDEP 

for an individual. 

In less life-threatening epilepsy cases, people with epilepsy still experience daily 

challenges, struggles, and reduced quality of life. First, people with reccurring seizures are required 

to surrender their motor vehicle operating licenses. Furthermore, these individuals can be 

prevented from certain types of employment [15]. Further, when compared with the general 

population, patients with epilepsy have a higher likelihood of discontinuing secondary or 

postsecondary education [16]. 

Contiguous to the physical challenges, epilepsy patients are also prone to mental 

disorders. AEDs necessary to contain epileptic seizures introduce damaging side effects, including 

memory disorientation, weight gain, organ failure, kidney stones, and more [17], [18]. Moreover, 

the constant fear of seizure occurrence distresses these individuals, leading them to fearful and 

apprehensive states of mind. Psychiatric comorbidities such as mood disorders, anxiety, and 

attention deficit hyperactivity disorder (ADHD) are common in the population of epilepsy patients 

with seizures [19]. However, patients with epilepsy who are seizure-free have been shown to have 

quality of life comparable to the general population [20], [21]. This finding indicates that seizures 
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are directly associated with quality of life, and controlling them will potentially improve quality 

of life for those affected. 

Finally, epilepsy has economic burdens on individuals, families, and countries. For 

example, in the United States alone, the cost associated with epilepsy health care has been 

estimated at $9.6 million [22]. 

2.1.1!Overview 

To combat epilepsy, it is essential to investigate and understand the physiological 

events leading to seizures and the different epilepsy categories.  

2.1.1.1!Seizure Pathophysiology 

Epileptogenesis, the gradual process by which the healthy brain develops epilepsy, 

involves different mechanisms and leads to different types of epilepsy [23]. Suggested mechanisms 

associated with seizure development include gene mutations that disturb ion channels, alterations 

in neurotransmitter systems, and abnormal connections in cortical and subcortical circuits as well 

as any neighbouring neurons [23]. During the occurrence of a seizure, abnormal and affected 

neurons exhibit paroxysmal depolarizing shifts (PDSs) that are initiated by long-lasting and large 

depolarization. In a healthy brain, PDSs are then followed by afterhyperpolarization [24], which, 

in a way, inhibits the firing of action potentials [25]. However, in a brain affected by epilepsy, the 

occurrence of PDSs along with the instability of neighbouring neurons causes the spread of action 

potentials via excitatory connections to the rest of the neurons, resulting in depolarizations [26]. 

The depolarizations activate inward calcium currents through voltage-dependent calcium channels 

[26], which eventually results in sustained depolarization of a large amplitude (~ 30 mV). In the 

transition to seizures, these depolarizations are not shifted to hyperpolarization to inhibit further 
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action potential, as expected in a healthy brain. They instead sustain a prolonged depolarization 

state, causing seizures [24]. 

The periods leading to and surround seizures can be divided into four peroids. The!four 

stages of seizures include preictal, ictal, interictal, and postictal. The preictal and postictal states 

are the periods immediately before and after the actual seizure state, respectively. The time 

between seizures (after the first postictal and before the second preictal) is identified as the 

interictal state. The period in which the seizure occurs, typically used for seizure identification, is 

called the ictal state. Each of these states has prevailing unique brain wave activities, and it is 

critical to identify each of these states in the study of epilepsy. 

 

 

Figure 2.1: Four stages of seizures. The occurrence of seizure consists of 4 stages each baring 
different clinical information. Investigation of certain brain waves in each of these of stages 
assist in diagnosis and treatment procedures. 

 

In the human brain, because of the existence of highly interconnected neurons and 

absence of inhibitory neurons, the neocortex and hippocampi are more prone to the generation of 

epileptic activities [24]. In these regions, excitatory cells are highly interconnected, and cells that 

are able to generate bursts intrinsically are in abundance [24]. 

The hippocampus is an important anatomical structure located within the temporal 

lobe. The elongated structure of the hippocampus belongs to the limbic system and is directly 

posterior to the amygdala (figure 2.2.a). There is a very thin boundary line called the uncal recess 

(figure 2.2.b) that is often proposed as a line drawn for surgical procedures. The enlarged anterior 

part of the hippocampus is called the “pes,” also known as the “head of the hippocampus” or 

simply “hippocampus head” (figure 2.2.c). The rest of the hippocampus parts are its body and tail. 
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The tail curves around the upper midbrain and is medially concave (figure 2.2.d and e). When 

locating the hippocampus head, it is important to look for the amygdala and the three or four 

digitations that exist within the hippocampus head [27]. In terms of physiology, the main function 

of the hippocampus has been associated with storage of long-term memory in the cortical regions 

[28]. The hippocampus is connected to a widespread region of the cortex through a group of highly 

interconnected brain regions, and activation of the hippocampus would affect perceptual cortical 

regions. 

 

Figure 2.2: Anatomy of 
hippocampus and amygdala. 
Approximate location of few 
anatomies related to epilepsy 
a = amygdala 
b = uncal recess 
c = hippocampus head 
d = hippocampus body  
e = hippocampus tail 

 

2.1.1.2!Epilepsy Classification 

Epileptic seizures fall into three broad categories: generalized, focal, and unknown 

seizures. Generalized seizures, which are the predominant type of seizure and most likely related 

to some genetic disorders, begin simultaneously in both cerebral hemispheres and furthermore can 

be subclassified to motor or nonmotor generalized epilepsy, depending on the predominant 

anatomical affected region [29]. In focal epilepsies, however, seizures originate in one or more 

localized brain regions and, in some cases, evolve to bilateral hemisphere involvement through the 

spread of the epileptic activity [30]. The bilateral evolved cases are often referred to as focal-to-
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bilateral tonic-clonic epilepsy, which falls under the focal epilepsy classification. In cases in which 

seizures do not spread bilaterally, focal epilepsy can be further subclassified into motor or 

nonmotor onset. In cases in which the onset’s initial manifestation is obscure or unknown, seizures 

are classified as unknown onset, which is similarly subclassified into motor, nonmotor, and 

unclassified types. Central nervous system insults are considered the main cause of most focal 

epilepsies, but in many cases, the nature of the insult is never identified. Even though focal seizures 

are the most common seizure disorder in adults, our findings and understandings of this type of 

epilepsy are far less than for generalized epilepsy. In unclassified cases, such as West syndrome, 

the disorder is classified as unknown, and the exact mechanism behind this kind of epilepsy is yet 

to be discovered [30]. Seizure classification of epilepsy is shown in table 1.1 [29]. Epilepsy can 

also be classified according to syndromes or based on the lobe of the brain in which seizures are 

determined to be originating. In adults, temporal lobe epilepsy (TLE), accounting for about 60% 

of epilepsy patients [23], [31], and frontal lobe epilepsy (FLE) are the two categories of syndromic 

epilepsy classification. TLE the most common form of epilepsy among adults often has unilateral 

presence, meaning that the symptoms and abnormalities are more predominate on one side of the 

brain. While most unilateral cases of TLE may or may not experience some partial effects on the 

opposite lobe, there often categorized based on the lobe that about 70% or more of epileptic 

abnormalities recorded [32]. These patients are referred as rather Left TLE (LTLE) or right TLE 

(RTLE) patients depending on the affected lobe. To eliminate the cases of confusion regarding left 

or right sides and easier transition between radiological and anatomical positioning’s, the affected 

lobe with abnormality is often referred as ipsilateral and the non-affected lobe (opposite lobe) as 

contralateral hemispheres.  
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Categories Types Symptoms 

Generalized Onset 

Motor Muscle rigidity, unawareness, 
convulsions 

Nonmotor 
Unawareness, eye blinking, lip 
smacking, chewing movements 

etc. 

Focal Onset 

Motor Onset 

Abnormalities in muscle 
activity such as jerking, 

stiffness, loss of muscle tone or 
repeated or automatic 

movements 

Nonmotor Onset 

Wide range of symptoms such 
as alterations in heart rate or 

breathing. Other symptoms may 
include blank stare, behavioral 

arrest, sudden fear etc.  

Focal to bilateral tonic-clonic 

Unknown Onset 

Motor Jerking, spams and muscle 
stiffness.  

Nonmotor Behavior arrest 

Unclassified 

Table 2.1: #DEFGHD' IJKLLEMEIKNEOP( The most recent seizure 
classification form International League Against Epilepsy, 2017. 
[29] 

2.1.2!Epilepsy Treatment 

The quality of life for an epilepsy patient is directly associated with the severity and 

frequency of seizures. Therefore, the most common objective in treatment is to either control or, 

in the best-case scenario, eliminate seizures. The specific course of treatment differs for each 

patient depending on the semiology of the seizures and localization of the seizure origin in the 

brain, also known as the seizure-onset zone (SOZ) [33].  Commonly, the course of treatment 
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consists of initial drug therapies, followed by surgical resections or alternative treatments if 

necessary. 

2.1.2.1!Medications 

The first stage of treatment involves administrating AEDs. There are different types of 

AEDs, and, depending on the nature of the seizures, a certain type of AED can be most effective. 

For example, patients with generalized atonic/clonic seizures are usually prescribed valproate, 

while patients with focal seizures tend to be more responsive to carbamazepine or phenytoin [34]. 

Typically, the mechanisms of AED functions involve the decrease of neuronal excitations through 

either increased sodium channel inhibition, inhibition of neurotransmitter-releasing channels, or 

alteration of glutamate levels [18]. One factor determining the effectiveness of AED therapies is 

the adherence of patients to the treatment plan. According to one study [35], a majority of patients 

fail to fully follow the prescribed regimen at least once per month [35]. Because of the 

ineffectiveness of AEDs or the failure of patients to adhere to the treatment plan, AEDs alone are 

insufficient to achieve seizure freedom in about 15% to 40% of patients. 

2.1.2.2!Alternative Therapies 

Alternative therapies can be employed independently of a medication course of 

treatment or complementary to a medication treatment plan. Often, alternative therapy is sought 

when medication causes intolerable side effects or is not entirely effective. Alternative therapies 

include dietary regulation and electrical stimulation.  

One of the most common dietary treatments, the ketogenic diet, was developed in the 

1920s as a treatment for epilepsy in children [36]. The ketogenic diet is a high-fat, moderate-

protein, and low-carbohydrate diet that reduces the amount of glucose delivered to the brain. 

Instead, the brain uses ketone bodies as the source of energy. Over half of the children on this diet 
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experience at least 50% reduction in the number of their seizures, and about 10–15% have been 

reported to become seizure free [37]. There are several proposed ideas [36], but the exact 

mechanism that leads to seizure reduction from this diet is still unknown.  

Several other diets with more manageable regimes, such as a modified Atkins diet or 

a low-glycemic-index diet, have been shown to be effective in lowering the number of seizures, 

but the full contexts of these diets have not yet been evaluated. Similar to medication treatment, 

dietary regulations face adherence challenges, which ultimately limits the efficacy of such 

therapies.  

The second class of alternative therapies for epilepsy patients is electrical simulation, 

which has been shown to be effective for adult populations [38]. The two common electrical 

simulation methods are vagal nerve simulation, in which electrical pulses are applied to the 

cervical vagus nerve [39], and deep brain simulation, wherein structures such as the anterior 

thalamic nucleus or hippocampus are electrically simulated [40], [41]. While the two common 

methods for electrical simulation have been shown to reduce the number of seizures in adult 

populations [38], this treatment remains questionable for pediatric populations [38], [42]. 

Thus, while the discussed treatment methodologies are partially effective in reducing seizure 

frequency or eliminating seizures entirely for a certain kind or population of epilepsy patients, 

none of them, alone or in combination, is capable of achieving complete seizure freedom for the 

entire epilepsy population. 

2.1.2.3!Surgery 

Surgery is a common epilepsy treatment for medically refractory patients. For 

approximately one-third of epilepsy patients, medication treatments fail to sufficiently reduce 

seizure burden [43]. Refractory patients for whom two or three medications have not significantly 
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reduced seizure frequency may be considered for surgical treatment [44]. Several factors are 

considered before prepping a patient for surgery. First and foremost, the patient must be classified 

as having medically refractory epilepsy [45] that is unresponsive to adequate doses of at least two 

or three AEDs [44]. Second, the seizure must be a significant burden to the point where the patient 

faces disability, and possible reduction of the seizure occurrence would presumably increase the 

quality of life for the individual. Finally, the suspected epileptogenic zone must be identified 

exactly in terms of location and function [45]. The location of the epileptogenic zone is inferred 

by identifying the seizure onset zone and epileptogenic lesion. 

Prior to surgery, an important step is to identify an epileptogenic lesion and, if present, 

determine its extent, and plan logistical steps to reach and resect the targeted area. For doing so, 

several imaging modalities assist surgeons, but before discussing these modalities, it is important 

to understand epilepsy zoning concepts. According to International League Against Epilepsy 

(ILAE), the epileptogenic zone is defined as the minimum amount of cortex that would produce 

seizure freedom upon resection [29]. The abnormal areas involved in seizures consists of five 

conceptual cortical abnormal subclasses: symptomatogenic, irritative, seizure onset, epileptogenic 

lesion, and functional deficit. To lateralize the epileptogenic zone and prep the patient for surgery, 

it is important to use different imaging modalities to discover as many epileptogenic zone 

subclasses as possible. For example, for a patient with focal limbic seizures who is a candidate for 

amygdalohippocampectomy, a surgical procedure in which hippocampus and amygdala are 

removed, electroencephalogram (EEG) can reveal unilateral temporal spikes that correspond to 

the irritative zone. Symptomatogenic and seizure-onset zones can be determined from video-EEG, 

while functional abnormal zones may be discovered from neuropsychology evaluation in which 

behavioral, linguistic, cognitive and motor responses are assessed. Finally, a structural MRI can 
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reveal epileptogenic lesions that are sclerotized regions [33]. These five subclasses may or may 

not show in one region, and the spatial relationships among these five zones may differ for each 

individual. Therefore, discovering the true epileptogenic zone remains a challenge. 

Brief descriptions of the five key subzones of epileptogenic zones are summarized in table 2.2 

[46]. 

 

After identification of the epileptogenic zone, the best type of surgery that would be 

logistically feasible is determined. Examples of surgical procedures include removal of the 

anteromedial temporal lobe [47], lesionectomy, or a functional hemisoherectomy, where the entire 

affected hemisphere is completely disconnected from the other hemisphere [45], [47]. Some 

procedures can be offered for generalized epilepsies [47], including corpus callosotomy, in which 

the entire corpus callosum or its anterior portion is sectioned to disconnect the spread of epileptic 

activities to the contralateral hemisphere [47]. 

Cortical Zone Definition Diagnostic Techniques 

Epileptogenic Zone The minimum of amount of cortex that would 
result to seizure freedom upon resection Postoperative assessments 

Symptomatogenic Area of the brain that is responsible for the 
initial inctal symptoms Video-EEG 

Irritative Cortical area that produces interictal spikes EEG, MEG and EEG-fMRI 

Seizure-onset Clinical Seizure initiating area EEG, video-EEG, inctal SEPCT 

Functional Deficit Dysfunctional areas during interictal period Ictal SPECT, interictal PET, fMRI 

Epileptogenic Lesion Epileptic structural lesions Structural MRIs 

Table 2.2: Important cortical zones pertaining to epilepsy [46]. MRI is most effective in detection 
of epileptogenic lesion. 
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The outcome of the surgery is monitored by medical professionals. While surgical 

resection is believed to be the most effective and permanent option, only 72% of those with visible 

epileptogenic lesions and 36% of those without visible epileptogenic lesions achieve seizure 

freedom [48]. 

2.1.3!Epilepsy Diagnosis 

The first step in combatting epilepsy is to screen out other possible causes of seizure, 

then diagnose the patient with epilepsy and classify the occurring seizure type. Several modalities 

enable medical practitioners to look more closely into the symptoms and irregularities for epilepsy 

diagnosis and set up a treatment plan. These modalities include EEG, video-EEG monitoring 

(VEM), intracranial EEG (iEEG), functional MRI (fMRI) and MRI. 

2.1.3.1!EEG 

Because of the constant presence of altered brain wave shapes during and even pre- or 

postseizure, EEG has been the primary tool in the diagnosis of epilepsy. EEG, or, more commonly, 

scalp EEG, displays brain waves by monitoring and measuring the electrical potential difference 

between regions on the cerebral cortex.  



! $B!

 

Figure 2.3: EEG illustration. A typical placement of EEG electrodes on the head. The electrical 
potential differences between these electrodes, generate EEG signal. Image courtesy of Saint 
Luke’s Health System. 

 

EEG offers high temporal resolution of the ongoing activities within the cortex. 

However, because of the small amplitude characteristic of neuronal electrical potentials and 

attenuation of signal intensity by the dura, skull, and scalp, EEG is hindered in spatial resolution 

by a relatively weak optimal resolution of over 10 cm2 [49]. To make up for the low spatial 

resolution, scalp EEG is often combined with other imaging modalities. 

2.1.3.2!VEM 

Observation of actual movements and behaviors is valuable information in identifying 

SOZs. In VEM, patients are admitted to the seizure monitoring unit (SMU), where constant video 

recordings and EEG monitoring can be carried out. The recordings are typically several days to 

weeks in length to potentially help in characterization of seizures or localization of the SOZs. 
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2.1.3.3!iEEG 

iEEG is similar in principle to EEG in that it measures the postsynaptic electrical field 

potentials of populations of neurons, but in iEEG, electrodes are surgically implanted into the brain 

instead of on the surface of the scalp as with scalp EEG. 

 

Figure 2.4: iEEG illustration. An example of surgical iEEG grid placement on sensory and 
motor area of the brain. iEEG allows for more in depth brain electrical activity monitoring. 
Blausen.com staff (2014) [50] 

 

iEEG offers higher spatial resolution of up to 1 cm3 [51] and experiences very low 

attenuation compared to scalp EEG. However, iEEG is an invasive procedure that requires surgical 

implantation, thus introducing infection and brain hemorrhage risks. Due to the associated risks, 

iEEG is used only when approximate SOZ location information exists and other imaging 

modalities have failed to conclusively establish a precise SOZ area.  

2.1.3.4!MRI 

In many medical centers, MRI has become one main modality for diagnosis of many 

disorders, including epilepsy. MRI offers a noninvasive and safe method for investigation of inner 
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anatomies and physiologies. More specifically, it is highly recommended that all patients with 

chronic epilepsy be scanned by MRI. In 1997, the International League Against Epilepsy 

distributed a standard recommended procedure that includes conduction of a high-quality MR 

exam for patients with medically refractory epilepsy [52]. According to a study, epileptogenic 

lesions are about 12–14% likely to be detected by MRI in newly diagnosed epilepsy patients. This 

estimation jumps to an 80% probability of detection for patients with recurrent seizures [53]. 

Patients with idiopathic generalized epilepsy may not benefit from MRI scans as much as those 

with focal onset or those whose epilepsy is hard to control [53]. Therefore, MRI scans are mostly 

recommended for patients with refractory partial seizures [53] such as TLE patients. MRI is 

capable of detecting HS and lesion abnormalities in the hippocampus [54]. Functional and 

structural MRI are the two main types of MRI test that, in combination with other modalities 

(commonly EEG) provide additional or confirmatory information. While all MRI techniques 

follow the same quantum physics principles, secondary steps such as data preparation and 

interpretation may differ across techniques. Most generally, two broad categories of MR imaging 

techniques are fMRI for functional imaging and structural MRI for anatomical imaging. 

2.1.3.4.1!fMRI 

fMRI can provide information on physiological activity intensities; that is, it can tell 

how active one region of the brain is relative to other regions. fMRI relies on the amount of oxygen 

delivery (blood oxygenation) to a certain targeted region to determine the level of biological 

activities. In principle and more specifically, regions of the brain with higher physiological 

activities under a certain task require more oxygen to maintain a stable physiology. Higher oxygen 

levels change magnetic field characteristics of the tissue, which is detectable by an MRI machine. 
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Figure 2.5: BOLD signal from a fMRI scan on temporal lobe region. BOLD signal from 
fMRI shows higher than normal activation in temporal lobe regions for this particular subject. 
fMRI can localize most active regions correlated with a task or a neurological condition. [55] 

 

The blood-oxygen-level-dependent (BOLD) imaging used in fMRI has become an important tool 

for lateralization of language regions before surgery and foreseeing deficits after temporal lobe 

resection. However, EEG and fMRI or even combinations of EEG with fMRI results are unable to 

reveal structural abnormalities. To observe anatomical structures, doctors rely on structural MRI 

tests. 

2.1.3.4.2!Structural MRI 

  In MRI, while there are several structural contrast methods for depiction of  anatomy 

of the brain the two basic ones are T1 and T2 relaxation times. T1, also known as spin-lattice 

relaxation, is the measurement of the recovery time constant of hydrogen protons to their stable 

states under a large external magnetic field, whereas T2, also known as the spin-spin relaxation 

method, measures the dephasing time constant of hydrogen protons that is a result of direct 
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transformation of the energy between spinning hydrogen nuclei [56]. Conventionally, T1-weighted 

contrast is used to generate images with sharp definition of anatomical structures, while T2-

weighted contrast is used to provide structural images that illustrate pathological features in the 

brain. Structural MRI is typically employed in the epilepsy diagnosis process to identify possible 

epileptogenic lesions, particularly hippocampus sclerosis, which is among the primary signs of 

TLE [23]. More specifically, T2 relaxometry, the technique in which T2 time constants are 

mathematically computed, has shown promising results in detection of abnormalities and subtle 

sclerosis for TLE patients in hippocampal regions [32], [57]–[60]. 

 

 

 

Figure 2.6:  T2 weighted MR image and T2 relaxometry map. Side-by-side comparison of 
T2 weighted MR image (A) and T2 relaxometry map (B). 
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 Study a 
[61] 

Study b 
[62] 

Study c 
[63] 

Study d [58] Study e [64] Average Right Left Right Left 
#Subjects 19 10 6 55 55 2 2  

Frontal WM 74 ± 1 69 ± 2 56 ± 4 76 ± 4 75 ± 4   73 
Temporal WM    76 ± 4 75 ± 4 64 ± 3 66 ± 2 75 

Frontal GM 110 ± 4 88 ± 3 71 ± 10     97 
Hippocampus    98 ± 3 98 ± 3 85 ± 2 86 ± 3 98 

Amygdala    93 ± 4 93 ± 5   93 
 
Table 2.3: &OQQOP'$A'RKJGDL( T2 relaxation times (ms) of some brain structures at 3.0 
T. WM is referenced to white matter and GM to grey matter. 
 

In two studies, Kosior et al [59], [60] demonstrated the benefit of transverse 

relaxometry for detection unsolved epilepsy cases. In these studies, the conventional T2 estimation 

method was used for estimation of abnormal regions. While these studies indicate the advantages 

of transverse relacxometry in epilepsy abnormal lesion detection, there are substantial ways to 

improve on T2 estimation methodology and thus abnormal region detection in epilepsy cases. 

Brain T2 maps can be generated from sophisticated and particular sequence designs to intensify 

T2 factors and minimize T1 effects. While this qualitative method may provide reasonable T2 

maps for one individual at a certain point and environment, the image information is not 

numerically comparable to other MR images at different time points or under different MRI 

settings. Ideal quantitative measurement of T2, also known as T2 relaxometry, introduces T2 maps 

with intrinsic signal intensities that are reliable and independent of variables other than tissue 

characteristics. Therefore, in longitudinal or group studies in which multiple imaging centres with 

different scanners or different scanning parameters may be involved, T2 relaxometry maps are 

mostly useful. In epilepsy, T2 relaxometry has been a valuable tool in detecting abnormalities with 

increased sensitivity over morphological analysis or visual assessment of MR images [32]. T2 

relaxometry provides critical information and insights into the pathological or morphological 
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properties of sclerosis regions, and the information has been used in determining epilepsy 

treatment options [59], [60].  
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2.2!Magnetic Resonance Imaging 

The discovery of X-rays by Wilhelm Roentgen in 1895 was the first step toward 

powerful and innovative means of visualizing the interior of the human body without the use of 

invasive procedures. Over time, interior human body visualization tools have evolved to different 

and more sophisticated modalities, such as X-ray scans, computed tomography (CT), ultrasounds, 

nuclear medicine, and nuclear magnetic resonance (NMR) also known as magnetic resonance 

imaging (MRI), all of which are used in medicine today [56]. 

Each of these imaging modalities possesses strengths and weaknesses. For example, 

X-ray scans and CT scans have superior capabilities for bone scans but relatively low soft tissue 

contrast which makes them not suitable for brains scans, among other reasons. MRI on the other 

hand provides better soft-tissue contrast than X-ray. Additionally, in contrast to X-ray, MRI does 

not introduce any harmful ionizing radiations. In general, MRI has been proven to be highly 

capable imaging tool, in particular for brain scans. Current MRI scanners originated from the study 

of nuclear magnetic resonance (NMR) .The phenomenon of NMR was first noted by Isidor Rabi 

in 1938, when he developed a technique for measuring magnetic characteristics of atomic nuclei. 

His work was the basis for that of Felix Bloch and Edward Purcell, two physicists who 

independently observed NMR phenomena in liquids and solids in 1952. The first in vivo time 

constant measurement of a tissue sample was conducted by Raymond Damadian in 1971 on a rat 

tumor. He demonstrated that the tumor possessed a longer time constant than those observed in 

healthy tissues. His finding was published in Science and laid the groundwork future works in this 

field. Later, Lauterbur and Mansfield independently described the use of magnetic field gradients 

for localization in 1973. This laid the foundation for current MRI technology and led to the first 

human MRI in 1977 [65], [66]. 
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MRI offers superior soft-tissue contrast when compared with X-ray, CT and ultrasound 

and most importantly MRI does not introduce any harmful ionizing radiation to the body, making 

MRI relatively safe. The safety is crucial for patients and beneficial to medical studies because it 

allows researchers to acquire multiple scans of patients and control patients without subjecting 

them to harmful radiation. Repeated scans (Figure 2.7), of a single subject can provide important 

reference data for assessing and quantifying pathological changes in patients. Overall, MRI’s 

relative high spatial resolution, superior soft tissue detail and relative safety make it an ideal 

technique for brain imaging.  

 

Figure 2.7: Illustration of repeated scans signals and T2 maps. MRI allows for repeated scans 
without exposure of any harmful radiations. The signals from these repeated scans may be used 
quantitative analysis of tissue in T2 relaxometry, a quantitative MRI technique. 

 

In some cases, in which movement is critical, MRI is challenged by its low temporal 

resolution, making it ineffective for scanning non-stationary regions. However, this factor rarely 

influences brain imaging in which no tissue movements occur. Few other shortcoming that could 

be associated with MR includes the costs associated with building an MRI machine and setting 

aside suitable spaces in hospitals for MRI centers [56]. Overall, MRI’s harmless nature, high soft-
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tissue contrast, and ability to cater to different kinds of imaging methods and orientations make it 

the ideal technique for visualizing stationary tissues such as the human brain. 

2.2.1!MRI Basics 

MRI is a high-quality imaging technique that is mainly used for medical purposes. As 

the name “magnetic resonance imaging” implies, MRI relies on the properties and principles of 

nuclear magnetic resonance that exist within atoms. Atoms with odd numbers of nucleons possess 

nuclear angular momentum, with spin frequencies and characteristics that are manipulable by the 

application of a strong external magnetic field. The reactive responses that can be observed from 

that application are unique and depend on the chemical and physical compositions of the atoms 

themselves as well as those of the surrounding media. In the study of humans, hydrogen atoms’ 

spins are most commonly used as an indication and metric for tissue identification, mainly due to 

their specific single proton atomic properties and their abundance.  

Several components in an MRI system are designed to modify or excite hydrogen 

atoms magnetic behavior and then record the electromagnetic responses that differ between  tissues 

with different components. In the equilibrium state, before entering the MRI machine, the 

assumption is that no energy state exists within the hydrogen atoms; that is, hydrogen atoms’ spin 

angular momentum exists in random directions without any preference. The process of MRI begins 

by aligning the hydrogen spins induced by a strong external magnetic field called static magnetic 

field or B0. 

2.2.1.1!Static Magnetic Field (B0) 

Outside of MRI, hydrogen spins existing in an equilibrium state in which no net 

magnetization exists. Upon application of a static magnetic field (B0) a portion of the net magnetic 

moment vector of hydrogen atoms fall into alignment (parallel or antiparallel) with B0. However, 
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because of the exerted B0 field, slightly more hydrogen atoms’ spins point in the same direction as 

B0 (parallel) compared to the opposite direction (antiparallel). This results in a nonzero net 

magnetization (M0) aligned with B0 direction, namely in the z- or longitudinal direction (Figure 

2.8). This polarization is a result of the separation of the two energy states of hydrogen atoms, 

where the parallel or lower energy spins tend to have a slightly higher population than the 

antiparallel or higher relative energy states. The ratio of the two populations is described by the 

Boltzmann distribution and is related to the thermal energy that exists among the atoms [56]: 

! "

! #
$ %&" ' ( )*  (2.1) 

where n- and n+ are the antiparallel and parallel spins, k is Boltzmann’s constant, and T is absolute 

temperature. Typically, the parallel spin population accounts for only an excess of 5-7 out of 106 

hydrogen atoms, which results in the polarization phenomena. 

The main static B0 field is able to maintain the net magnetization in one direction. However, 

to excite this continuous equilibrium state and monitor the precessional behavior of the 

magnetization, one can apply an excitatory secondary magnetic field perpendicular to the B0 

direction. This perpendicular magnetic field is called transverse directional magnetic field and 

denoted by B1. 
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Figure 2.8: Influence of static magnetic field on the net magnetization. More atoms’ magnetic 
spins are aligned with the external field creating a non-zero net magnetization in the same 
direction of the external field. 

 

2.2.1.2!Transverse Directional Magenetic Field (B1) 

From classical mechanics, the torque is defined as the rate of change of angular 

momentum and, for unit volume, can be written as [56] 

+,
+-

$ %, %. %/ 0  
(2.2) 

 where dM/dt is the rate of change for angular momentum, M is the magnetization, /  (gamma) is 

the gyromagnetic ratio, and B the magnetic field. The solution to Eq 2.2 is for magnetization (M) 

to precess about B at a frequency given by Eq 2.3. In this equation, presented below, 1  (omega), 

the very important parameter known as the Larmor frequency, defines the magnetization resonance 

frequency about B. For instance, the /  for H1 is 42.58 MHz/T, which results in a Larmor frequency 

of 42.58 MHz for hydrogen atoms at a 1-T magnetic field [56]. To measure magnetization behavior 

1 $ %/ 23 (2.3) 
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of atoms under different condition of excitations, a secondary magnetic field, B1, with a frequency 

equal to the same Larmore frequency of atoms under B0 has to be applied. This secondary 

magnetic field is called xy or transverse magnetic field and denoted by B1. 

1 $ %/ 23  

B1 field, is generated from the application of a radiofrequency (RF) field that is tuned to the same 

frequency as hydrogen nuclear spins. This resonance increase the efficiency of energy transferred 

from the magnetic field to the atoms. However, in some applications, B1 can be off resonance, 

tuned to some other frequencies. 

The original aligned magnetization vectors are flipped by B1 according to a prescribed 

angle, which depends on B1’s strength and duration. Typically, vectors are flipped to a 90-degree 

excitatory angle via application of a B1 that is a few µT in strength and a few ms in duration 

creating a torque perpendicular to the B0 direction. After the short excitation pulse (e.g., 90°), the 

tipped magnetization vectors precess in the xy-plane at the Larmor frequency. The rotating 

magnetization vectors induce an electromotive force (EMF) in the receiver coils according to 

Faraday’s law of induction. The instantaneous change in magnetization vectors in the xy-plane 

causes a change in magnetic flux and generates time signals that are called free induction decay 

(FID) and can be measured using RF receiver coils. In general, a number of FIDs are used and 

processed to generate MR images, and time constants associated with these signals are called 

relaxation time constants. 

The time constant that indicates the rate at which the hydrogen atoms recover to their 

net equilibrium magnetization (M0) state along the z-axis is called the spin-lattice relaxation time 
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(T1). The time constant that indicates the rate at which hydrogen atoms’ magnetization vector 

components decay in the xy-plane is identified as the spin-spin relaxation time (T2). 

2.2.1.3!T1 and T2 Relaxation 

The T1 time constant characterizes the recovery of spins to their equilibrium state 

along the z-direction, and this process involves the exchange of thermal energy between nuclei and 

the surrounding lattice, (Figure 2.9). In general, T1 is frequency dependent. This means the energy 

exchange between nuclei and the surrounding lattice is more effective when they oscillate with 

each other. At high external magnetic field, higher energy split with higher spin frequencies are 

observed according to Eq. 2.3. Because high frequency substances in lattice are in lesser number 

as to compare with medium frequency substances, at high external magnetic field the exchange of 

energy between nuclei and lattice is less effective, thus T1 is longer. Therefore, it can conclude 

that T1 is dependent on the magnetic field strength, and its value is directly proportional to the 

static magnetic field. The longitudinal component of the magnetization that is dictated by the T1 

property is described by the following equation [56]: 
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!Figure 2.9: Return of longitudinal magnetization to the original M0 state. Excited hydrogen 
spins eventually return to the net equilibrium in the longitudinal plane. Time needed to reach 
about 63% of M0 is indicated as T1 time constant.!

 

By convention, T1 is the time that required for Mz to reach about 63% of the original 

M0 value. The second MRI time constant indicated by T2, functions on different principles. The 

T6 time constant characterizes the decay of the transverse magnetization, and its behavior is 

governed by the same field fluctuations as well as the z-component field fluctuations (loss of phase 

coherence, also known as dephasing of the transverse component). This time constant is mainly 

influenced by the spin to spin interactions between hydrogen atoms and therefore it is independent 

of the magnetic field strength, since all hydrogen atoms experience the same field strength. 

Therefore, T6 is less than or equal to T1 (Figure 2.9) because in principle both field fluctuations 

and spin to spin interactions are causing the decay of the signal. The transverse component of the 

nuclear magnetization is governed by the T6 property and is described by [56]!

4 ?@8-: $ %4 3&" = *A! S6%=T!
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Figure 2.10: Dephasing of transverse magnetization over time.  Transverse magnetization is 
a result of magnetic momentum spins forced into a same phase. The natural dephasing of spins 
occurs over time and the time in which 37% of the original magnetization remains is T2 time 
constant. 

 

T2 is the time required for magnetic resonance signal (Mxy) to reach 37% of its initial value (M0) 

after its generation by tipping the longitudinal magnetization (B1 does the tipping) towards the 

magnetic transverse plane.  

Bloch equations and the extended phase graph (EPG) are typically two main dynamic 

models of magnetization that relate to magnetic time constants as well as other magnetic field 

effects. 
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2.2.1.3.1!Bloch Equations 

The Bloch equations model the dynamics of magnetization. The previously mentioned 

equations 2.4, and 2.5, are derived from specific solutions to the Bloch equation. In general, the 

dynamic of nuclear magnetization can be described by the Bloch equation: 
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(2.6) 

 

where i, j, and k are unit vectors in the x-, y-, and z-directions, respectively. This equation indicates 

the behavior of the nuclear magnetization, M in the presence of a magnetic field B. In the context 

of MRI, B consists of three types of magnetic field: the main magnetic field (BM), RF fields (0 H), 

and gradient fields (G) that can be summarized in the following format: 0 - $
2H - IJK 1 -

; 2H - KLM1 -
29 6 NOP

 

for a precession frequency of 1 . The Bloch equation describes the precessional behavior of 

magnetization with regard to the cross product term and the exponential manners of both the 

longitudinal and transverse components with relaxation terms. The first part of Bloch equation 

(, %. %/ 0 ) is a result of precession as a result of magnetic fields. This section only alters the 

direction of net magnetization and doesn’t not influence the magnitude of it. The rest of Bloch 

equation are representation of transverse and longitudinal magnetization, respectively. These 

components change the magnitude of net magnetization. Basically, it is from the specific solutions 

to the Bloch equation that transverse and longitudinal nuclear magnetization equations are derived. 

Assuming the nuclear magnetization is exposed to constant magnetic field in the z direction (B0) 

and there is no RF field the solution to the linear ordinary differential equation of transverse part 

of the Bloch equation (;
QRS8=:

*A
) is 4 ?@8-: $ 4 ?@ 9 &" = * E and the solution to the third linear 
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ordinary differential equation (; 8QT8=: " QU:

*>
) that is an indication of the longitudinal portion of 

magnetization is 4 5 - $ 4 35 6 84 5 9 ; 4 35:&" = * G%where M0z is the longitudinal 

magnetization that can be zero following a 90 degree excitation. While the Bloch equation is a 

reliable and comprehensive method of nuclear magnetization modeling, it can computationally 

accumulate. This is mainly because of Bloch equation vector representation that requires evolution 

tracing of spatially distinct spins. Alternatively, EPG algorithm divides magnetization into distinct 

phase states that could provide insight into magnetization behavior with less obstructive long 

computations. 

2.2.1.3.2!Extended Phase Graph 

The EPG algorithm is an analytical solution originally proposed by Henning [67] to 

approximate signal intensities as well as signal behavior in multiecho [67] and gradient echo [68] 

sequences with multiple RF pulses. The EPG algorithm is an alternative approach of representing 

phase changes and in its essence is derived from Bloch equations. EPG has been formally denoted 

as a k-space analog of the Bloch equations for the advancement of spins after a series of hard 

pulses [69]. Most importantly, EPG provides lesser computation load for predicting signal 

responses, so in many applications in which multitude of estimations are needed, EPG is a more 

realistic approach. 

In the EPG system, the conventional orthogonal basis vectors M (! ) = [Mx (! ) My 

(! ) Mz (! )] T are replaced by F (k), a basic set of phase configurations in which k represents a 

quantitative measure for dephasing. F (k) states represent the quantity of transverse magnetization, 

and they are computed from the Fourier transform of M (! ) over !  that corresponds to the off-

resonance frequency. Eq. 2.6 defines F(k) computed from the transverse component of the 

magnetization vector: 
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this equation denotes the transverse magnetization state of spins that have dephased during time 

n."  with similar spin phase dispersion history. 

Moreover, Z (k) represents the longitudinal magnetization component state, and Eq. 2.7 similarly 

defines it. 

[ F $ % 4 581 :&" WXYZ+1
X

 (2.8) 

The overall phase state configuration is a function of the transverse and longitudinal components, 

as shown in the following: 

V8F:  = [F0Z0F1F-1Z1F2F-2Z2…FkF-kZk] T (2.9) 

For a Carr-Purcell-Meiboom-Gill (CPMG) like sequence, the basis for the commonly used MR 

imaging sequence [70]–[72], continuous phase states can be assumed to be discrete states with 

integer k values. While in reality, constant dephasing occurs between all points of interest, 

noninteger states are neither detected nor nutated via RF pulses. Additionally, for a CPMG case, 

it is also assumed that crusher gradients are able to fully dephase nonrefocused magnetization. 

Thus, only rephased magnetization contributes to the signal. Consequently, the effect of the pulses 

on each submatrix [Fk F-k Zk] can be described by a transition matrix T (k,#n) given by the 

following equation: 
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 (2.10) 

During each half-echo time (tesp/2), magnetization experiences dephasing and relaxation. This half-

echo dephasing and relaxation can be incorporated into a shift matrix S (tesp/2), which shifts all Fk 

to Fk+1. The relaxation between each half-echo period (between a pulse and echo) can be described 

by: 

d -efg ` $ %
hE 9 9
9 hE 9
9 9 hG

 (2.11) 

where E2 = exp (-tesp/(2T2)) and E1 = exp (-tesp/(2T1)) 

Therefore, the phase state configuration of the nth echo is given by this equation: 

V8! :  = RST (#Y) R2S2T (#Y" G)…R2S2T (#G) RSF+(0) (2.12) 

in this equation, F (0) indicates the in-phased state population at each echo time and is directly 

proportional to the signal amplitude. Eq. 2.11 simulates all possible states of phases, considering 

perfect and imperfect flip angles that result in primary, indirect, and stimulated echoes to calculate 

the resulting signal amplitude at each echo time. Figure 2.11 briefly depicts the possibility of phase 

configurations for a three-echo period in a CPMG experiment. 
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 Fig 2.11:  EPG simulation for a 3 echo CMPG sequence. Magnetization pathways as 
simulated by EPG for a CMPG like sequence where blue color lines refer to primary pathways 
and red color lines to indirect pathways for 3 echoes. 

2.2.1.4!Fourier Transforms 

Numbers (n), including complex numbers, can be expressed in their real and imaginary 

components as the following equation: 

! $ i %8IJK j 6 aKLMj :  (1.13) 

 

where A is the magnitude, j  (i.e. phi) is the phase, and i is sqrt(-1). 
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Assuming n (the complex number) can be used to describe a vector with length A and direction j  

and assuming that the vector rotates with an angular frequency of 1  in a clockwise direction from 

a given starting phase j 3, using Euler’s formula to express the trigonometric functions (Eq. 1.13) 

in terms of the complex exponential function, the complex time-varying vector (n) can be 

expressed as the following: 

! %- $ i &W" X =&Wk U (2.14) 

 

Similar to Eq. 1.13 where a number is decomposed to trigonometric components, the Fourier 

transform decomposes a function into its cosinusoidal and sinusoidal components as the following 

for a one-dimensional case: 

V l ? $ % m n 8IJK` ol ?: n+n
p

" p
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p
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 (2.15) 

where F (kx) is the frequency spectrum of function f (x) the complex varying signal over all kx 

frequencies. 

Similar to Eq. 2.14, the Euler’s identity can be used to rewrite the Fourier transform integral in 

complex exponential form as shown in Eq. 2.16. 

V l ? $ % m n &" WEq) R?+n
p

" p
 (2.16) 

where again F (kx) is the frequency spectrum of function f (x) over all kx frequencies. 

This decomposition can be extended to two-dimensional and three-dimensional 

Fourier transforms for more complex vectors pertaining 2D and 3D imaging.  Fourier transform 
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plays a critical role in MR image reconstruction, but before describing the process, it is important 

to explain central section theorem. 

The one-dimensional representation of a two-dimensional function along some 

direction is called the projection of that two-dimensional function. In many medical imaging 

techniques, such as X-rays, the compressed shadows are representative of the scanned object. 

These projections can be converted to the actual object image using the central section theorem. 

The central section theorem states that one-dimensional Fourier transform of the shadows equals 

to the two-dimensional Fourier transform of the actual image. According to the theorem, it is 

possible to Fourier transform each projection at different angles to fill the two-dimensional Fourier 

transform space and invert the two-dimensional Fourier transform to recover the actual image. 

Similar but different principles are employed in MR image reconstructions.  

In MR, before acquiring the projections, the object distribution is weighted by 

] ^_̀ ol ar %s! +%_a! ` ol ar , so the project along the y-direction gives the value of the Fourier 

transform of that distribution. Meaning the resulted projections contains spatial frequency 

information of the object. The process of acquiring projections is repeated with different ki values, 

to produce enough spatial frequencies to reconstruct an image using the inverse of Fourier 

transform also called inverse Fourier transform.  

However, prior to images reconstruction, during data acquisition stage signals have to 

be spatially encoded in order to be able to process them and reconstruct images. 

2.2.2!Spatial Encoding 

Main static magnetic field (B0) and RF pulse are both spatially independent fields. In 

an ideal case, they have globally uniform influence on nuclear spins throughout the whole human 

body. Moreover, the total signal generated by all the oscillators of the excited region are recorded 
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in a single time waveform, which makes it impossible to distinguish different spatial locations. In 

order to spatially distinguish MRI signals and generate anatomically corresponding images, 

applied magnetic fields need to be spatially encoded. Linear gradients, which alter spin frequencies 

and phases according to position, are the most common means of fulfilling the spatial encoding 

requirement. 

Spatial localization, or spatial encoding, is fulfilled by utilizing linear gradient 

magnetic fields in addition to B0. Gradient fields provide additive or subtractive weight onto or 

from the main magnetic field. For example, a field of B0 in the x direction changes to B0 + GxX 

after linear gradient field application in x direction. Given the aforementioned application, the 

frequency of the spins will now be a function of X position such that  

1 t $ %/ 23 6 N?t $ %1 3 6 %/ N?t  (2.17) 

For whole-body imaging, the gradient field strength is typically no more than 50 mT/m 

[56]. By linearly encoding the field strength with a frequency range, one is able to determine the 

contribution of each frequency that is mapped to a particular spatial location from the Fourier 

transform of the FID time signals. For instance, for a 10 mT/m linear gradient in x direction (Gx), 

the frequency change per distance is 425.8 kHz/meter, which provides a 42.58 kHz bandwidth for 

an object that is ten centimeters wide.  

Thus far, the principal factors such as B0, RF pulse and gradient fields that play 

important role in formation of either T1 or T2 relaxations from a particular location within an 

object are discussed. The order in which these factors influence the object are usually described in 

a pulse sequence. Pulse sequence refers to a prescribed sequence that specifies timing and order of 

excitatory pulses, gradients and signal read out. There are several pulse sequences that facilitate 
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all the small factors that are involve in data acquisitions. The two basic pulse sequences are 

described in the following section. 

2.2.3!Pulse Sequence 

Depending on the purpose of the imaging, MRI signals can be generated in different 

sequential orders and methods. All MRI pulses share three stages: excitation, encoding, and signal 

acquisition. Generally, in MRI exist two types of signal formation (echo), either gradient echo or 

spin echo. In both cases, the sequence starts with an RF excitation pulse. This RF pulse that forms 

transvers plane magnetization is typically a 90-degree pulse in spin echo and a smaller angle in 

gradient echo. The following are two main pulse sequences that are relevant to this proposal. The 

first example uses gradient echoes and the second one spin echoes for formation of the signals. 

Typically, in cases in which speed outweighs accuracy in terms of prioritization, gradient echo 

imaging or some variation of this sequence are used. In the new proposed method, described in 

chapter 3, only spin echoes are to be used for reasons that are discussed in the method development 

chapter. However, some would suggest sequences created on the basis of gradient echoes might as 

well serve the purpose of imaging without ever needing to use the new developed method. For this 

reason, a brief overview of gradient echo imaging is given in the following section. 

2.2.3.1!Gradient Echo Imaging 

Gradient recalled echo (GRE) pulses are relatively simple sequences, mainly due to 

the use of a single RF pulse in combination with gradient reversal rather than using multiple pairs 

of RF pulse. In a gradient echo pulse, an echo is formed by using an opposite polarity frequency 

gradient. After a RF pulse, a negative gradient causes a phase dispersion of the precessing spins. 

Then the gradient is reversed, and spins refocus and form a gradient echo. Echo time (TE) is 

generally short for GRE sequences because only one RF pulse is used and signal acquisition can 
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occur rather quickly. Additionally, the rate at which signals rise and fade is proportional to the 

strength of the gradient field. Therefore, gradient echo sequences can potentially be fast (faster 

than spin echo sequences), depending on their gradient magnitude. However, there some 

limitations in GRE pulses. In GRE, the gradient reversal refocuses only those spins that have been 

dephased by the gradient itself. As a result, many phase shifts resulted from magnetic field 

inhomogeneities are not cancelled, thus interfering with image contrast. For this reason, GRE 

pulses are not appropriate for high quality images. 

2.2.3.2!Spin Echo Imaging 

Originally proposed by Hahn in 1950 [70], spin echo has evolved into a powerful and 

common imaging sequence. A typical spin echo sequence incorporates an additional RF pulse prior 

to data acquisition. This RF pulse is typically a 180-degree refocusing pulse inverting all accrued 

phases in the transverse plane. While in Fig. 2.12, the refocusing pulse is denoted by 180 degree, 

in practice the angle is rarely 180 and it could be a lesser inversion depending on the situation and 

application. For example, for high field MRI scanners, this refocusing pulse may be 120 more or 

less to reduce excessive thermal deposition from the RF pulse that could build up within a tissue. 

More so, the angle may start with a high value and decrease gradually over echo times. The is 

typically done to reduce the system’s oscillation effect that may occur before reaching a pseudo-

steady state in which the signal reaches a stable and maximum amplitude. Typically, this is 

achieved by choosing the first refocusing pulses to be 90+theta/2 degree, in which theta is the 

refocusing angle of the rest of the refocusing train. The most important adverse effect of using 

non-180 degree refocusing pulse is the formation of stimulated echoes that are discussed in section 

2.2.7.2.  In a simple spin echo sequence (not shown), this refocusing pulse is intentionally placed 

half way between excitation and echo formation (signal acquisition) to prevent accumulation of 
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phases and to guide phases into a coherent echo. The time from the original 90-degree excitation 

until signal acquisition (echo formation) is called echo time (TE) and the time between each 

excitatory pulse is known as repetition time (TR).  The spin echo based sequences can provide 

excellent contrast between soft tissues since to some degree they are able of refocusing phase shifts 

caused by static magnetic field inhomogeneities and therefore increasing image quality. However, 

the relative long TR for signal recovery leads to long scan times when using spin echo. To combat 

this problem, in multiecho spin echo imaging (Fig 2.12), multiple echoes per each excitation are 

recorded or in fast spin echo imaging multiple phase-encoding gradient for each of these echoes 

are utilized. These strategies significantly reduce data acquisition time. In fast spin echo, the total 

scan time is reduced by a factor called echo train length (ETL), that is the number of echoes formed 

between two excitatory RF pulse. In general, ETL is inversely proportional to acquisition time and 

image signal-to-noise ratio (SNR). SNR concept is explained in the following section. 
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Figure 2.12: A simple sketch of spin echo sequence. This sequence contains an excitatory pulse 
of 90 degree, five refocusing pulses of 180 degrees and 5 echoes that each corresponds to an 
individual brain scans over time. The signal intensity decays as the time passes. This is illustrated 
by a relative darker shade on the brain images. 

 

Ultimately, the goal is to acquire high quality MR images. Therefore, it is important 

to realize how pulse sequences and different MR parameters influence the quality of MR scans. 

2.2.4!Signal-to-Noise Ratio  

The quality and strength of the MRI signals, or ultimately MR scans, are often 

evaluated based on a numerical value called the signal-to-noise ratio (SNR). Mathematically, the 

SNR is defined as the ratio of the signal amplitude to noise standard deviation [56].!
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Typically, the noise is measured either from the background signal or by performing identical 

sequential scans. In general, the SNR may be categorized into two basic dependencies. SNR could 

depend on imaging sequence parameters or physical and instrumental parameters. Voxel size, 

acquisition time, and RF bandwidth are among the imaging sequence parameters, while magnetic 

coil homogeneity and effectiveness are among the instrumental parameters. 

Typically, the amount of signal is proportional to the voxel size. A larger voxel 

dimension results in a lower-resolution image with a higher SNR value for each voxel. There is 

always a trade-off between SNR value and resolution of the image.  

Bandwidth is the range between the highest and lowest frequency allowed in the signal. 

SNR is proportional to receiver bandwidth and depends on the readout gradient strength as well as 

the sampling rate. While receiving a signal, a higher bandwidth lowers the SNR value because 

noise contribution increases. Smaller bandwidths can increase SNR while adversely inducing 

spatial distortions. On the contrary, acquisition time is directly proportional to SNR value. Longer 

signal acquisition time in a way leads to a smaller receiver bandwidth for the readout thus higher 

SNR value for the image. 

While the MRI machine contains different types of coils, one principal piece of 

hardware that could dictate the quality of the images and duration of pulse sequences is the RF 

coil piece. RF pulse inhomogeneity is one of the main sources of noise introduction into the signal. 

Therefore, optimal and accurate coil design can significantly reduce noise and thus increase the 

SNR and quality of MR images. 
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2.2.5!RF Coil 

The RF coil is responsible for generating RF pulses and receiving FID signals. The 

main source of noise in MR imaging could be either from the RF coil and preamplifier or the 

subject itself. Therefore, it is crucial to implement an optimal RF coil design or compensate for 

the shortcomings of the RF coil in postprocessing steps. 

The RF probe can be from any conducting material. It is typically designed to function 

both as the transmitter and receiver antenna. RF coil circuits are tuned to resonate at the Larmor 

frequency to optimize energy transfer or transmission and reception of the signals. The ideal 

receiver coil needs to possess an optimal spatial sensitivity that is sensitive to the specific region 

of interest (ROI) and insensitive to regions outside the ROI. This property minimizes thermal noise 

contamination from surrounding areas. In reality, imaging can be performed with a single RF coil 

as transmitter and receiver. However, in practice, this sort of setting results in accumulation of 

noise power. Noise power can be reduced by implementing a phased-array RF coil for reception 

[73] and volume coils such as a birdcage design [74] for transmission. The sample characteristics 

and the probe characteristics and design determine the amount of transverse magnetization induced 

via the transmitter antenna [75]. For example, a research group successfully reported a 260% 

increase in mean SNR in breast imaging merely by using an optimized RF coil design that more 

closely matched the contours of the breast [76]. Common probe designs are phased-array, surface, 

and volume RF coils. 

Many advances in image quality have been made since three decades ago when MRI 

was adopted as a mainstream imaging tool. MRI’s current image capability is a cumulative result 

of incremental progress in several different aspects, both software- or hardware-related. One such 

advancement and innovation was in the design of RF coils that transmit and receive the B1 field. 
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There are a limited number of ways to improve image quality, and one such way is to use optimized 

RF coil designs. The relatively basic coil design is called a surface coil. Surface coils are essentially 

a loop of conducting material such as copper tubing that is coupled to a limited region of the body. 

Although these localized coils may be used as transmitter/receiver coils, mainly in imaging of 

superficial structures such as the eyes or the spine, in whole-body or head MRIs they often operate 

only as receivers because of their high accuracy. The second kind of RF coil is called array coils 

or surface coil arrays. This particular design combines the high-SNR advantages of smaller and 

superficial coils with the larger coils that could increase imaging area or also known as the 

available field-of-view (FOV) as well as acquisition speed [56]. An array coil is composed of 

separate multiple coils that can be used either individually or in combination with each other. 

While array coils can improve image quality and MRI machine functionality due to ?3*-?":)/!

,).,"+"#"+"),, they also add considerable complexity and manufacturing cost [77]. The final and 

latest alternative design is the volume coil. An ideal coil design strives to reduce the amount of 

electric coupling to avoid energy loss during transmission while maintaining high sensitivity only 

in the ROI during reception of the signal [56]. Volume coils have minimized the energy loss due 

to their V<-/8-+<8)!/),"9.. Volume coils, in particular the birdcage design, are able to achieve 

near-optimal RF field homogeneity and SNR. RF field homogeneity is particularly important for 

generating accurate multiecho pulse sequences [74]. This cylindrical coil allows a reduction in the 

RF power requirement by a factor of 2 while increasing SNR by a factor of `  [78]. Currently, the 

optimal combination that are used in majority of MRI machines is to use a volume coil for B1 

transmission and an array coil for reception. 
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2.2.6!B1 Mapping 

In MR imaging, generating a map of the B1
+ (transmit B1 filed) is essential for 

performance evaluation of the surface or volume coil. In this document I will refer to B1
+ as B1 

filed interchangeable and it should not be confused with B1
- (the receiver). Nonuniformities in the 

B1 field are to some degree preventable by effective hardware design; however, minor 

unpreventable inhomogeneity has to be detected and taken into account when signal intensities are 

computed. In surface coils, due to extreme B1 inhomogeneity, signal intensity drops with 

increasing distance, thus limiting the effectiveness of the surface coil for deep anatomical 

structures, which are structures at a distance from the surface coil. In general, the signal intensity 

is affected by B1 field. Therefore, evaluation of B1 maps presents a way to normalize signals 

across different regions, which is essential in signal reconstruction algorithms used for quantitative 

MRI. Currently, the double-angle method and the Bloch-Siegert shift method are the two most 

common methods for computing effective B1 maps. 

Components that integrate to generate an MRI signal are mostly unknown prior to 

sampling. Thus, the strength of the B1 field and other variables of the signal strength are unknown 

except the time duration of the B1 transmitter and, in the cases of volume coils, a rough estimate 

of the flip angles. To reduce the number of unknowns and therefore estimate the B1 map, one can 

take the ratio of two different images, which eliminates unknown coefficients in the sample and 

the probe sensitivity from the signal, resulting in a fully relaxed sample that in long TR limits its 

intensity to the ratio of two trigonometric functions. As shown in [75], the B1 field can be 

computed from the ratio, where ratio corresponds to the trigonometric ratio of the two excitatory 

angles (€G• %€E: : 
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The double-angle method has multiple shortcomings. First, in the regions with small B1 values, 

relatively below 1/3, noise amplification occurs in the linear regime of the sinusoid. Second, the 

assumption that there is a sinusoidal relation between the signal and tip angles is weakened due to 

the nonrectangular slice profile and nonlinear magnetization response to high tip angles [79]. 

In the Bloch-Siegert shift method, unlike the double-angle method, B1 information is 

encoded in the signal phase. This becomes beneficial in reducing acquisition time and increasing 

accuracy and robustness [80]. The Bloch-Siegert shift method proceeds with an off-resonance RF 

pulse to induce the Siegert frequency shift, followed by a conventional spin excitation to measure 

spin precession frequency shift. This shift is proportional to the square of the B1 field. By adding 

spatial encoding gradients, spatial B1 maps can be acquired [80]. A relative transmit B1 field 

(rB1+) is the ratio of observed flip angles to those prescribed ones. Fig 2.13, depicts a rB1+ map 

where the prescribed flip angle was 15 degree. This rB1+ was computed using Bloch-Siegert shift. 
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Figure 2.13:  A relative transmit B1 field (rB1+) map estimated using Bloch-Siegert shift 
method. The prescribed flip angle for this experiment was 15 degrees. The B1 estimation 
demonstrates gradual B1 field variation with highest value at the centre.  

!

2.2.7!Application of B1 Mapping 

B$ mapping has many applications other than hardware evaluation. Commonly, B$ 

mapping is used in variety of MRI applications, including adjustment of transmit gain to generate 

a specific flip angle, design of multi-transmit channel RF pulses [81]Z and quantitative MRI 

imaging such as transverse relaxometry [80].  

In quantitative measurement of T2, transverse relaxometry has many applications in 

liver [82], [83] heart [84], [85], brain [86]–[89], muscle [90], [91] and cartilage [92]–[94] imaging. 

Transverse relaxometry has been shown to be more effective than T2-weighted imaging in that 

comparison between or within subjects improves over time. The signal-dependent variables such 

as receiver gain or flip angle variations that exist in T2-weighting imaging make it impossible to 

numerically compare results, whether longitudinally or across groups [95].!
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2.2.7.1!Transverse Relaxometry 

The process of measuring the T2 time constant is called transverse relaxometry. 

Transverse relaxometry data are typically acquired with a spin echo pulse sequence that creates a 

series of images with different echo times; the relaxation rate is then extracted on a pixel-by-pixel 

basis via mono-exponential fitting of the signal intensity versus echo time. 

In many cases, however, due to imperfect tip angles, T1 weighted effects or signal 

discrepancies for thin slices with low SNRs and signal intensities do not follow an exponential 

decay curve model. This is mainly an issue for the first echo signal’s intensity. Particularly for 

high-field MRI, in which the tip angle always varies within and between slices, stimulated echoes, 

which are major sources of errors, create hyperintensities in the second echo and beyond. Several 

solutions have been proposed to eliminate the aforementioned shortcomings. The majority of 

previous studies include artifacts and assumptions, which eventually limit multi-slice imaging 

efficiency and/or reduce quantitative accuracy [96], [97]. For instance, methods such as echo 

editing techniques [98], [99], Look-Locker [100] and DESPOT2 [101] have been proposed to 

reduce sensitivity to various non-ideal conditions that degrade the accuracy of transverse 

relaxometry. However, these methods fail to comprehensively function in different settings. In 

echo editing techniques, the mandate of including crusher gradient for exclusion of contaminating 

pathways and the use of nonselective refocusing pulses reduces sensitivity and functionality of 

these techniques. In echo editing techniques, the crusher gradients serve the purpose of eliminating 

contaminating FIDs and are placed before and after each refocusing pulse to isolate the desired 

spin-echo pathway. In these techniques, nonselective refocusing pulses are designed to reduce 

sensitivity to transmit and static fields’ inhomogeneity [102]. In Look-Locker method, omission 

of B0 correction in the signal fitting, limits T2 accuracy [100]. And finally, DESPOT2 reliance on 
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DESPOT1 for flip angle (FA) information and the sensitivity of this method to off-resonance 

effects limits the accuracy of T2 estimations from this method [103]. Ultimately, CPMG-based 

multi-echo spin echo sequences remain a standard method for in vivo T2 relaxometry. 

A relatively modern fitting method, stimulated echo correction (SEC), has been 

developed by Lebel and Wilman [12] to address slice profile variations and, therefore, simulated 

effects in high-field MRI settings [12]. The SEC fitting method estimates major confounding 

factors associated with fitting errors in B1 and returns significantly more accurate results compared 

to previous methods. The relative accuracy of SEC is shown in Fig 2.14, where SEC fitted line 

(solid line) follows the signal pathway more accurately than exponential fitted line (dashed line). 

SEC method is able to estimate signal intensities while accounting for stimulated effects. 
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Figure 2.14:  Comparison of exponential and SEC fits. Comparison of an exponential fit 
(dashed line) and SEC fit (solid line) for a 16-echo signal. SEC method correctly includes the 
first echo and the following echoes that are hyper-intensified due to stimulated echo effects. 
SEC fit follows the signal more closely and the T2 value is considerably lower than those 
observed from exponential method.  

 

2.2.7.2!Stimulated Echo Correction 

SEC is a three-parameter, one-step least square fitting method that estimates 

amplitude, B1, and T2. In SEC, an algorithm similar to Bloch equations but significantly less 

computationally intense EPG is used to generate expected decay curves. The EPG algorithm uses 

prescribed excitation angles and refocusing angle distributions along slice profiles, interecho 

spacing (ESP), and ETL to compute a decay curve that represents transverse relaxometry signal 

dissipation. Figure 2.11 demonstrates the signal decay generated by the EPG algorithm when it is 

plotted at a particular location along the slice profile. This figure emphasizes the existence of signal 
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oscillations from alternate pathways and the variation in decay times across the slice profile. EPG 

is able to properly account for stimulated and primary echo pathways by taking into account the 

signal oscillations that occur due to the mixing of transverse and longitudinal magnetizations, 

which result from imperfect RF pulses (i.e., tip angle). The MATLAB built-in, non-linear least 

square algorithm can then be used to evaluate the accuracy and precision of the proposed fit in 

comparison with the actual signal data obtained from the image at each echo point.  

Although SEC fits the decay signals more closely than conventional methods do and 

returns highly accurate T2 estimations that include all echo signals [12], it falls short in precision 

due to significant uncertainties and inhomogeneity of the B1 field in high-field MRIs. See Figure 

2. This shortcoming adversely translates to low precision in T2 estimations relative to standard 

fittings. Before exploring the possible solutions to the low precision measure of SEC method, a 

brief overview of statistical meaning of result evaluations are given in the next section. 

2.3!Numerical Characteristics 

MRI data measurement, or any sort of measurement in general, involves a set of 

operations and parameters with the objective of achieving a final quantitative value. The final 

quantitative value can be evaluated with a set of statistical tests, including accuracy, precision (or 

standard deviation), or more complex statistical analysis such as t-test and z-score comparison. In 

particular, accuracy and precision are the two fundamental and initial concepts in data analysis and 

evaluations. Accuracy is a statistical concept that evaluates the correctness of the numerical value 

with acceptable uncertainty [104]. In a sense, accuracy is the absence of bias and inaccuracy 

measured by the magnitude of the bias [105]. Another important characteristic of numerical vales 

that describes the spread of numbers is the precision. The standard deviation of a distribution often 

measures precision. Imprecision is defined as the amount of scatter in the numerical results from 
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a repeated identical procedure [105]. In multiparameter computations the final results are given as 

some sort of cumulative computation of each individual parameter; the final accuracy and 

precision measures are also a result of additive accuracy and precision measures of each individual 

parameter. Therefore, eliminating one source of bias (error)—that is, one independent parameter—

overall precision and accuracy of a data distribution may potentially improve. In the SEC method, 

one effective way of reducing imprecision could be to eliminate one of the parameters from the 

three-parameter fitting algorithm. An image-processing technique such as signal smoothing could 

take advantage of intrinsic spatial correlation to potentially eliminate one parameter. 

2.4!Image Processing 

Image-processing techniques are a set of methods that are often implemented to 

generate or alter images in a desired way. One powerful postprocessing method is image 

smoothing, in which the resulting image is a type of average of the original image. Smoothing is 

typically done to reduce random noise artifacts in image data and to produce a more homogeneous 

image. 

The essence of data smoothing is that variations in the data are relatively slow; thus, 

sudden corruptions and noise additions can be corrected by some kind of local average of 

surrounding data points.  
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Figure 2.15: Gaussian and polynomial functions used for smoothing. Illustration of Gaussian 
function (A, B) and polynomial function (C, D). FWHM value controls the width of Gaussian 
function where FWHM is relatively smaller in 1.15A than 1.15B. In polynomial smoothing, the 
order of the polynomial dictates the level of smoothing. Lower order polynomials result in more 
smoothing. 1.15C and 1.15D illustrate 2nd order and 3rd order polynomials, respectively. 

 

There are different types of data (image) smoothing methods, and each method can be 

chosen based on the nature of the existing data distribution or available computational power. 

Essentially, the major difference between these methods relies on the type of implemented data-

filtering function. The two predominant smoothing filters are the Gaussian and polynomial filters. 

Gaussian smoothing uses a Gaussian filter (i.e., a low-pass filter). Local values are averaged in 

accordance with the Gaussian filter, where the center value is weighted the most. In Gaussian 

smoothing or convolution, the size of the filtering matrix, also known as the kernel, is important. 

Kernel size is typically chosen to encompass the minimum amount of the important neighboring 

data at full-width–half-max (FWHM) width of the Gaussian filter. Thus, the center value, which 

is usually the value to be smoothed, encompasses all the important numerical characteristics of the 

region. 
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In polynomial smoothing, polynomial functions are used for the smoothing process. This technique 

fits the targeted value and the surrounding values (neighboring values) to different polynomial 

functions. A second-order 2D polynomial function is illustrated in Eq. 2.18:  

D(i) = a00 + a10xi + a01yi + a20xi
2 + a11xiyi + a02yi

2 + a30xi
3 + a21xi

2yi + a12xiyi
2 + a03yi

3 (2.20) 

in this example, “a” is the coefficient of this function and x and y are the representations of the 

actual values to be fitted. The smoothed points are computed by replacing each data point with the 

fitted value. This is typically done by fitting successive adjacent neighboring data points. 

Interestingly, the successive subsets of the adjacent data are fitted by the method of linear least 

squares; thus, the coefficients of the polynomial function can be computed with a linear filter. 

However, in this polynomial function there are there are more equations than unknowns, this 

system of linear equation is called overdetermined, and the solution can be find by solving for the 

smallest residual vector. 

Every overdetermined linear system y = Ax + e, where A is a matrix with m ! n and 

m > n (overdetermined, more equations (rows) than unknowns (column)) dimensions, has a unique 

least-squares solution of the smallest error norm (minimal e). In this linear system, where A is the 

transformation matrix composed of the polynomial coefficients, the solution for “x” can be 

computed from the following equation:  

t $ 8i * i : " Gi * r % (2.21) 

where (AT A) –1 AT is called the pseudoinverse of A and it is composed of transposed of A (AT ) 

and inverse matrix (AT A) –1 .In MATLAB, this equation is shown in the following format and is 

called backslash computation. 
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t $ %i %%„ %… (2.22) 

By utilizing the appropriate smoothing function, whether Gaussian or polynomial 

functions, one can considerably reduce noise propagations in one image. The goal in this study is 

to implement the appropriate smoothing function in order to globally reduce random noise in rB1+ 

so that this parameter could be used as known constant in the T2 estimation algorithm. Upon 

completion of this step, following the work of Kosior et al [59], [60], the advantages of the new 

relaxometry method in temporal lobe epilepsy patients are investigated.  Ideally, the new method 

should be able to reduce variance in T2 estimations; thus, increase relaxometry ability in detecting 

subtle abnormalities in the patients. More so, T2 relaxometry provides critical information and 

insights into the pathological or morphological properties of sclerosis regions [59], [60], that could 

benefit from accurate and precise T2 relaxometry. 
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CHAPTER THREE!: IMPROVED STIMULATED ECHO 

CORRECTION 

3.1!Introduction 

 
Effective quantitative MRI methods should provide accurate and reproducible values 

with minimal dependence on extraneous factors, including acquisition parameters, pre-scan 

calibrations, and vendors. The overarching aim of this work is to present a method for transverse 

relaxometry with stimulated echo correction that provides both accurate and precise maps of the 

T2!maps. This should be!applicable to numerous new and ongoing studies and is expected to be 

insensitive to acquisition parameters and scanner vendor. 

While there are several methods available for T2 quantification, this work focuses on 

transverse relaxometry that is often acquired with a multi-echo spin echo pulse sequence. Multi-

echo spin echo pulse sequence is still considered to be the gold standard [7] for transverse 

relaxometry due to artifacts such as magnetic field inhomegeneties [8] and finite radiofrequency 

pulse effects [9] that ultimately limit the implementation of methods such as DESPOT2 [7] or T2 

FARM [10] for transverse relaxometry. A multi-echo spin echo pulse sequence creates a series of 

images with different echo times. The relaxation time is extracted on a voxel-by-voxel basis by 

fitting the signal intensity versus echo time to an exponential decay. This fit is appropriate in the 

idealized situation of perfect 180° refocusing pulses. However, this is typically not possible in 

practice due to unexpected tip angle variations resulting from slice profile effects and/or 

heterogeneous relative B1 transmitter (rB1+) fields. Without perfect 180° refocusing pulses, 

stimulated echo and non-primary spin-echo coherence pathways produce a signal response that 
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does not follow an exponential decay. This is particularly problematic at high field, where the 

radiofrequency wavelength and penetration effects [11], [106], [107] cause the flip angles to vary 

substantially within and between slices and where refocusing angles are often prescribed below 

180° for specific absorption rate mitigation. In this situation, an exponential decay model is 

inappropriate and misrepresentative, with a tendency to overestimate T2 [96]. 

 

Stimulated echo correction (SEC), has been developed to address several of the aforementioned 

shortcomings including transmit field variations, slice profile effects, and intentionally low-angle 

refocusing pulses to accurately estimate the transverse relaxation time [12], [95], [108], [109]. 

SEC models relaxation along various coherence pathways populated during non-ideal refocusing 

and is able to accurately estimate the actual transverse relaxation time [12]. SEC is a 3-parameter 

least squares fitting method in which the global signal amplitude, rB1+, and T2 are estimated on a 

voxel-by-voxel basis. The original SEC fit takes the prescribed flip angles,  radiofrequency pulse 

shapes, and echo times and leverages the extended phase graph algorithm [67], [69] to generate 

candidate signal decay curves for use in non-linear fitting. Implementation of SEC has been 

examined in the context of using fewer echoes [110], and with optimal slice profile estimates [95]. 

While SEC provides an accurate decay model without resorting to data manipulation 

such as echo editing [96], [107], the original method employs a 3-parameter fit, which is liable to 

increase the uncertainty in T2 (and amplitude) relative to fitting models with fewer degrees of 

freedom. We hypothesize that an rB1+ constrained SEC method could be developed with fewer 

fit parameters in order to provide more precise transverse relaxation times than SEC while 

remaining more accurate than conventional exponential fitting. 
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3.2!Methods 

The original SEC method estimates T2, rB1+ and amplitude. While T2 and amplitude 

are not necessarily guaranteed to have strong spatial correlations, the rB1+ field is not expected to 

vary rapidly and can be highly constrained. This presents a simple yet effective option for reducing 

the rank of the model. Based on our previous work [111], we propose an improved SEC algorithm, 

called iSEC, that reduces the number of fully independent parameters from 3 to 2 (T2 and 

amplitude) and one highly constrained parameter (rB1+). The T2 variance from proposed iSEC 

and the standard SEC fits were compared numerically and experimentally with in vivo data at 3T. 

3.2.1!Improved Stimulated Echo Correction 

iSEC involves two sequential fits: The first fit is used to estimate the rB1+ field, which 

is then spatially constrained and passed to the second fit as a fixed input. The second fit is used to 

estimate accurate and precise T2 maps. This process is summarized in Figure 3.1. 
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Figure 3.1: Flowchart describing the proposed improved SEC fitting procedure. The 
proposed method is a two-step fit starting with an initial standard SEC fit on images with reduced 
spatial resolution and echo train length (A–C). A polynomial smoothing step reduces noise in 
the initially estimated rB1+ map (D), which is then passed to a second 2-parameter fit (E) using 
the full resolution images. Final T2 maps are expected to have the same accuracy as the SEC fit, 
but with reduced uncertainty due to the constrained transmit field. 

The aim of the first pass is to obtain a low-spatial resolution, but low noise, rB1+ map for use in 

the second pass. For the first pass, the original high spatial resolution, multi-echo images were 

resampled to a lower spatial resolution and the number of echo times truncated. This achieves three 

things: (1) it improves the image signal to noise ratio (SNR); (2) it emphasizes the echo times 

where rB1+ variations have the greatest signal response; and (3) it reduces computation time in 

this pass. Prior to the first fit, for computational time optimization [110] and previous mentioned 

reasons only considering the first 6 echo times, the original images were transformed to k-space 

using a forward fast Fourier transform then truncated to " of the original image dimensions. A 

mild low-pass Fermi filter with cutoff frequency of 0.99 was!applied to the truncated k-space to 

mitigate truncation artifact. 
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The first fit involves a standard three parameter SEC fit for low resolution T2, 

amplitude, and rB1+ maps. In the standard SEC method, for the modeling of various coherence 

pathways populated during non-ideal refocusing, T1 was assumed to be 3 seconds and the 

imperfect slice profiles were corrected using Bloch simulations. The slow T1 decay during the echo 

train was assumed to be negligible relative to T2. The T2, amplitude, and rB1
+ maps!were bilinearly 

interpolated back to the original image size. Interpolated T2 and amplitude maps were used as 

initial conditions of the least-squares fit in the second pass. The interpolated rB1+ map was then 

smoothed to fully exploit spatial correlations in the slowly varying transmit field, as shown in 

Figure 3.2. A 3rd order 2D Savitzky-Golay filter spanning a 40x40 mm2 local neighbourhood was 

used for smoothing. The order and window size for this filter were selected to provide enough 

fluctuation space for rB1
+ values while implementing strong de-noising without substantially 

biasing the true rB1
+ field.! Local polynomial coefficients for the neighbourhood surrounding 

location (x,y), CN, were estimated with the weighted pseudo-inverse: 

†‡ $ %%8t ˆ‡ i ‡ t ‡ : " Gt ‡ %i ‡ %P2G
# ‡  (3.1) 

where XN is the 3rd order polynomial encoding matrix and AN is a diagonal weighting matrix 

comprised of local amplitudes obtained during the first pass fit. The amplitude serves as an 

available indicator of confidence in the transmit field in the local neighbourhood, rB1+N. This 

weighting minimizes edge effects, which would otherwise bias values near air/tissue interfaces. 

The smoothed rB1+ map at a given location is then obtained via: 

P2G
# f‰ŠŠ=‹ eŒ n\r $ %%t n\r O†‡  (3.2) 

The second fit operates on the original (high spatial resolution, full echo train) multi-

echo images. The T2 and amplitude estimates obtained in the first pass are used as initial values. 
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The smoothed rB1+ map is provided as a fixed input to a two-parameter SEC fit estimating T2 and 

amplitude. This method is expected to provide the same accuracy as the original SEC method 

while improving precision; this was validated numerically and experimentally. 

 

Figure 3.2: Smoothed B1 map. Smoothed B1 map using a Gaussian filter (left) and contour 
map illustrating the concentric structure of the B1 map (right).   

 

Additionally, the effectiveness of another filtering methods was examined in this 

study. The first fit involves a standard three parameter SEC fit for low resolution T2, amplitude, 

and rB1+. Output maps were bicubic interpolated back to the original image size. Interpolated T2 

and amplitude maps were used as initial conditions of the least squares-fit in the second pass. The 

interpolated rB1+ map was then smoothed to fully exploit spatial correlations in the slowly varying 

transmit field. A 2 dimensional normalized Gaussian kernel (f(x,y)) with FWHM of 12mm was 

used for smoothing. This FWHM was selected empirically to provide strong de-noising without 

substantially biasing the true rB1+ field. Smoothing was performed with a weighted convolution 

between the rB1+ map and the Gaussian kernel using the interpolated amplitude map as weighting 
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factors: 

P2G
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In Eq.1, amplitude (A) is used as a weighting factor since it is an available indicator of confidence 

in the rB1+ value, effectively avoiding edge effects, which would otherwise bias values near 

air/tissue interfaces. 

3.2.2!Numerical Simulations 

Simulations were performed to measure the variance in T2 estimates assuming a 

known (and noise free) rB1+ value. Data were generated with the extended phase graph algorithm 

assuming non-selective refocusing. Unless otherwise specified, the following nominal parameters 

were used: 16 echoes, 10 ms echo spacing, T1 /T2 of 3000/100 ms, and rB1+ equal to 0.75 of its 

ideal value. Gaussian noise was added to approximate real-valued data, as can be obtained with a 

phase sensitive reconstruction. One thousand noise realizations were performed at each dependent 

variable increment. T2 values were estimated using the original SEC and the proposed iSEC 

algorithm. The average and standard deviation in T2 were computed at each SNR value for each 

method. 

Simulations were performed for a range of SNR (10-100), T2 (40-1000 ms), and rB1+ 

(0.5-1.0) using the nominal parameters listed above. The effects of rB1+ and T2 variations were 

investigated at a fixed SNR of 40. 

3.2.3!In-Vivo Data 

Experimental verification was performed by acquiring 7 sequentially repeated scans 

in three volunteers!on a 3T GE MR750 scanner using a 12 channel head array. An axial multi-echo 
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spin echo sequence with the repetition time = 2500 ms, matrix = 256 x 180, field of view = 240 

mm x 168 mm, slice thickness/number = 1.8 mm/14, echo train length = 16 echoes, and echo 

spacing = 9.6 ms. T2 maps from each trial were obtained using both SEC and iSEC. Voxel-wise 

SNR was calculated from the ratio of the mean and the standard deviation of signal intensities 

from the 7 repeated scans, Figure 3.3. Furthermore, three different regions of interest (ROIs) were 

examined for their variances. The ROIs included right frontal lobe grey matter, left occipital lobe 

white matter and a pair of red nuclei.!Informed consent was obtained in accordance with local 

ethics board regulations. 

 

Figure 3.3: Sequentially repeated scans. Acquired 7 sequentially repeated scans in one 
volunteer and then fitted with original SEC and iSEC. 

 

3.3!Results 

Overall, iSEC showed reduced variance in T2 estimates compared to the SEC fit. This 

benefit was particularly evident in low SNR conditions, regions with low rB1+, and over the broad 

7 sequentially repeated scans 

T2 maps(sec): 
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range of T2 values that can be well estimated from our acquisition parameters. In no situation did 

iSEC degrade or compromise accuracy or precision. 

Upon experimental compression, it was decided that polynomial filtering returns more viable 

smoothed maps in variety of anatomical situations; therefore, all of the following evolutions were 

done using 3rd order polynomial smoothing. 

3.3.1!Numerical Simulations 

Simulations indicated that iSEC provides up to 27% lower standard deviation in T2 

than did SEC without reducing the accuracy of the fit, Figure 3.2. As shown in Figure 3.2A, iSEC 

provides reduced variances for all SNR values. A peak reduction in standard deviation of 32% was 

observed at an SNR of 22 with iSEC relative to SEC. This value gradually drops to 21% at an SNR 

of 100. 
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Figure 3.4: Simulation results of the percent error in estimated T2 under varied 
experiential conditions. The solid line represents the average error from 1000 noise 
realizations; the shaded areas represent the standard deviations across the noise realizations. The 
original SEC is shown in light gray while iSEC is dark gray. Unless explicitly mentioned, rB1+ 
= 0.75, T2 = 100ms. Panel A compares the methods at SNR values between 10 and 100. Panel 
B illustrates the dependence of T2 error on the rB1+ assuming a constant SNR of 40. Panel C 
presents the T2 error as a function of actual T2, assuming a constant SNR of 40. In all cases, 
iSEC displays a smaller standard deviation yet retains nearly identical accuracy as the original 
SEC fit. 

The effect of transmit variations on T2 estimation is shown in Figure 3.2B. According 

to this simulation, iSEC provides a minimum of 5% reduction in standard deviation as rB1+ 

approaches 1.0 and a maximum of 38% at rB1+ of 0.5. A slight bias is observed with SEC at high 

rB1+ due to boundary conditions in the fit (estimated rB1+ <= 1.0 [12]). In simulations, iSEC does 

not demonstrate this bias; however, this is an artifact of the simulation where we provided known 

rB1+ values. In practice, the average rB1+ estimated with SEC would be used for iSEC, and so 

this bias will translate to iSEC. 
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The effect of true T2 on estimation variances of the two methods is shown in Figure 3.2C. At an 

SNR of 40 and rB1+ of 0.75, an rB1+-constrained fit demonstrates a small but ever-present 

improvement over the SEC fit. The greatest benefit of the rB1+ constraint is observed when the 

actual T2 is greater than the echo spacing yet shorter than the echo train length. Errors for both 

methods diverge quickly as the T2 value increases beyond the echo train length (160 ms here). 

Simulations consistently indicate that an rB1+ constrained fit reduces uncertainty in 

the estimated T2; the benefit is most evident with low rB1+ and low SNR, but is never worse than 

an unconstrained fit. These simulations represent the idealized situation with an accurate and 

noise-free rB1+ field. In-vivo data demonstrates the practical utility of the proposed method. 

3.3.2!In-Vivo Data 

In-vivo results are consistent with simulations: an rB1+ constrained fit improves fitting 

precision without substantially degrading accuracy.  

Output maps from one trial fit with SEC and iSEC and their differences are depicted 

in Figure 3.3. The SNR of the source images was between 14.8 and 42.0 with a mean value of 

27.3. A decrease in noise is evident in the rB1+ map due to the smoothing in iSEC that is not done 

in SEC. The difference in rB1+ maps, Figure 3.3G, is dominated by noise and demonstrates very 

little net bias. This suggests that the first pass is providing a low-noise rB1+ that is equally accurate 

to that generated by the original SEC approach. A reduction in noise is also seen in the amplitude 

map output from iSEC relative to SEC. Visually, the amplitude difference image shows the 

greatest noise amplitude in the periphery of the head where the rB1+ field is low, consistent with 

simulation results, Figure 3.2A. A very subtle but visible reduction in R2 variability (presented 

here as R2=1/T2 maps to better visualize the dynamic range of values) can be seen. Like the 
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amplitude difference image, the R2 difference image, Figure 3.3I, has very little net bias and is 

dominated by small random differences, whose amplitudes are greater in regions of low rB1+.  
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Figure 3.5: Representative in-vivo rB1+, amplitude, and R2 maps from SEC and iSEC fits. The 
top row includes rB1+ (A), amplitude (B), and R2 (C) maps output from the SEC fit. The middle row 
(D, E, F) are the corresponding outputs from the iSEC fit. The bottom row (G, H, I) are the difference 
images between SEC and iSEC. R2 maps (1/T2) are shown rather than T2 maps to emphasize tissue 
contrast. The rB1+ smoothing procedure in iSEC provides effective noise reduction without substantial 
bias, translating to reduced noise in the amplitude and R2/T2 maps relative to the SEC fit. 
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Maps of the average R2 and standard deviation of T2 across trials for both fit methods 

are shown in Figure 3.4, along with their difference images. The proposed iSEC fit provides the 

same average T2 values but with greater confidence than the SEC fit. As predicted by simulations, 

the benefit of iSEC is dependent on the estimated transmit field, with regions of low rB1+ showing 

the most benefit while regions of ideal rB1+ offering little benefit. The average T2 and average 

variance in an occipital region (white matter) of interest in one volunteer (estimated rB1+ = 0.84) 

are 65.1±5.3 ms for the SEC fit and 65.2±4.2 ms for iSEC. In the red nucleus (rB1+ field = 0.97), 

SEC fitting reports an average T2 and average variance of 68.3 ±3.7 ms; iSEC had 68.8 ±3.6 ms. 

The average standard deviations from three subjects and the variance across subjects from left 

frontal grey matter, right occipital white matter and red nuclei are shown in Figure 3.7. Both 

methods provide average T2 values within 0.6% of each other for regions with high SNR (>50). 

Repeated scans indicate that standard deviations within the regions with a low rB1+ fraction (about 

0.75) are lowered up to 27% in iSEC compared to SEC. In regions with near-ideal rB1+ (above 

0.9) less than 10% reduction in variance is observed. 
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 Figure 3.6: Average and standard deviation maps from seven repeated scans. Panels A and 
B show the sample R2 maps fit with SEC (A) and iSEC (B). The difference map is depicted in 
C. R2 maps are shown to better emphasize tissue signal relative to T2 maps. Panels D and E 
show T2 standard deviation maps fit with SEC (D) and iSEC (E); the difference is depicted in 
F. From F, the T2 standard deviation map using iSEC (E) is universally lower than with SEC 
(D); however, the benefit of iSEC is most notable near the periphery of the head, where the 
transmit field (not shown but similar to Figure 3) is much below unity.  

Overall, simulated and experimental results suggest that a rB1+ constrained fit is able to improve 

fits under all circumstances but is especially beneficial when the transmit field and/or SNR are 

low.  
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Figure 3.7: Average standard deviations of T2 estimations from three volunteers. Blue and yellow 
bars each represent average standard deviations of T2 estimations computed from SEC and iSEC, 
respectively in three ROIs. The ROIs were placed in right frontal lobe grey matter (Frontal GM), white 
matter in the left occipital lobe (Occipital WM) and both red nuclei, which are brainstem nuclei. The 
mean relative B1

+ values for each ROI indicates the highest values for centralized red nuclei and the 
lowest for the most peripheral structure, frontal lobe grey matter. The mean B1

+ values were extracted 
from averaging three volunteers B1

+ maps. 

The additional step in iSEC requires additional processing time. The original SEC fit 

required 254 seconds to process a single 256x256 slice on a 3.4 GHz desktop using 7 parallel 

threads. iSEC required 302 seconds to process the same slice. 
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3.4!Discussion 

In multi-echo spin echo acquisitions, a slower signal decay is observed with lower flip 

angles than with higher ones and the need for stimulated echo correction with accurate rB1+ 

increases. Basically, rB1+ may be determined from established rB1+ mappings methods such as 

double angle [112] or Bloch-Siegert shift [80] from the scanner. However, these techniques 

increase scan time and limit the investigation of those MR images that are missing rB1+ maps. 

The rB1+ field can be estimated from the initial signal oscillations <,".9!C>;!F)+43/Z!but errors 

in this estimate translate to errors in T2. The reduced variance in T2 observed with iSEC relative 

to SEC is attributed to a reduction of independent fitting parameters made possible by exploiting 

spatial correlations in the transmit field. 

There are several competing methods for SEC that reportedly less erroneously T2 

maps without the need of second step in iSEC. One particular one proposed by Kumar et al [113] 

that is based on the work of Pell et al [64] employs extremely wide refocusing pulses to correct for 

the abnormal low rB1+ values. While this method minimizes refocusing profile errors, it limits 

multislice imaging efficiency due to required large slice gaps. Moreover, our method uses a local 

2D polynomial filter (Savitzky-Golay) for smoothing as opposed to Gaussian filter that was used 

to smooth flip angle error map by Kumar et al [113]. Our experience indicated that polynomial 

filter provides appropriate fluctuation space for slow varying rB1+ values while maintaining the 

true rB1+ and implementing strong de-noising. 

In SEC, other parameters such as T2 or amplitude maps exhibit limited spatial 

correlation [97], [114], [115] and may be utilized to further reduce variance in future studies as 

previously reported by Kumar et al [113]. However, the rB1+ field is not expected to vary rapidly 

in the spatial domain [116] and can be highly constrained. This presents a simple yet effective 
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option for reducing the rank of the model. The rB1+ field is the most promising target for 

regularization with a strong spatial correlation. 

The net magnetization includes two components of excitatory magnetization and refocusing 

magnetization. The first component, excitatory magnetization is generated from computing slice 

profiles and their corresponding excitatory angles where rB1+ is a parameter. The second portion 

of net magnetization is generated from phase graphing in which refocusing angles along slice 

profiles are calculated with rB1+. Flip angles (FA) or refocusing angles are approximated from 

transmit field according to $ =%rB1+(i&t)&t equation and then the resulting net magnetization is 

used in the least square fit to generate a fit to the actual signal. According to this series of 

relationships, it would only make sense that highly accurate and precise estimated rB1+ translates 

to accurate and precise net magnetization estimations and eventually accurate and precise 

relaxation time estimations.  

Our proposed method provides the same accuracy and practicality of the original SEC 

method. From the region of interest analysis of the data sets partially depicted in Figure 3.4A-B, 

the average R2 values from SEC and iSEC differ by less than 1.5%, confirming that the benefit of 

iSEC over SEC is to reduce the uncertainty in the estimated relaxation time/rate. 

While iSEC never provided greater variability in T2 than SEC, the greatest benefit was 

observed in regions with low rB1+ and low SNR. As the rB1+ field decreases, the proportion of 

stimulated echoes increases and the requirement for a precise flip angle estimate escalates. If the 

refocusing angles are near 180¡, signal decay (and corresponding T2) are weakly coupled to small 

flip angle deviations. In this regime, there is little benefit to constraining the rB1+ field. However, 

there is sufficient variation in the transmit field across the head at 3T [117]–[119] that iSEC 

provides regional benefit over SEC. In fitting situations with low SNR, we also observed a 
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substantial improvement with iSEC. In this situation, noise alters the amplitude of the initial few 

echoes, which are critical for estimating the rB1+, compromising estimation of this parameter and 

ultimately translating to errors in T2. 

While initial averaged images with shorter computational time, echo train length and 

higher SNRs sufficient for the slow varying rB1+ estimation in the first fit, the low resolution 

smoothed rB1+ had the added benefit of eliminating isolated hole-type failures, often occurring in 

vascular structures, previously described by Jones et al [120]. These failures previously produced 

highly abnormal B1 and T2 values that could potentially bias analysis. Hwang et al [114] reported 

the benefit of such artifactual reductions in mono and multi-component T2 mapping models. 

This work considers single component fitting but could be readily extended to multi-

component models, similar to the work of Prasloski et al [12]. We speculate that iSEC will play 

an important role in improving multi-component fitting, where extremely high SNR is needed to 

distinguish tissue compartments [121]. Our proposed method may have value in assessing small 

structures, such as the hippocampus, where subtle abnormalities have clinical implications [122] 

and high resolution imaging is prone to noisy T2 maps. 

3.5!Conclusion 

The proposed T2 fitting routine for multi-echo spin echo data leverages the stimulated 

echo correction framework to account for non-ideal radiofrequency pulses and transmit fields. We 

have demonstrated that this method provides precise T2 estimates without loss of accuracy in 

situations with low refocusing flip angles while requiring no additional data and inputs than those 

used in current MRI protocols. This method may improve clinical assessment of disorders such as 

epilepsy and multiple sclerosis. In the following chapter, the extend of this improvement is 

investigated in epilepsy.  
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CHAPTER FOUR!: APPLICATION OF ISEC IN EPILEPSY 

4.1!Introduction 

Approximately 1% of Canadians suffer from epilepsy, and in less than 50% of these 

patients, seizures are cured mostly by surgical removal of the seizure focus [2]. Misdiagnosis is 

potentially very damaging. In some cases, cardiac, psychological, psychiatric, or metabolic 

disturbance might cause seizures and lead to misdiagnosed treatments. Temporal lobe epilepsy 

(TLE), the most common form of refractory epilepsy in adults, is an example of focal syndrome 

that has been strongly associated with hippocampal sclerosis (HS) [123], [124]. Upon failure of 

prescribed AEDs, surgical excisions are performed on the affected temporal lobe areas. For 

example, anterior temporal lobectomy (ATL) has shown to be an effective excision to relieve TLE 

syndrome [48], [125], [126]. The ideal outcome of surgical resection is to effectively remove 

epileptogenic regions of the cortex responsible for seizure generation. More specifically, excision 

of regions such as hippocampus and amygdala (amygdalohippocampectomy) or extratemporal 

regions may be considered for TLE patients [127]. It is important to realize that these areas are not 

necessarily the recruited zone that produces interictal spikes, or the anatomical abnormalities that 

may be seen with MR, but these could directly or indirectly stimulate seizures. The complexity of 

tissue involvement in epilepsy has led to a critical challenge in surgical planning.  

The key step is the accurate and precise lateralization and localization of seizure foci 

for surgical planning. Many tests are therefore necessary for effectively pinpointing the 

epileptogenic regions. A test that has greatly contributed to surgical planning and has shown to be 

a critical tool is MRI scanning. Accurate and refined imaging sequences and protocols with 

quantitative MR imaging may potentially guide the physician to distinguish regional abnormalities 
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that may otherwise be unrecognizable. Ideally, in clinical practice, the integration of the clinical 

description of the seizures, the age and comorbidities of the patient, the EEG patterns, and the brain 

imaging mainly acquired by MRI often lead to a syndromic diagnosis.  

Our aim is to use advanced MR technologies to better identify the seizure focus. 

Standard clinical MRI exams are able to detect large abnormalities, but small foci are often not 

seen [128]. An MRI can occasionally detect HS in vivo, a common characteristic in TLE, based on 

reduced hippocampal volume, increased hippocampal signal intensity in T2-weighted images, and 

disturbed internal architecture, but subtle abnormalities are difficult to detect with standard 

qualitative imaging methods. Quantitative MRI methods, in contrast, have shown promise in the 

detection of subtle abnormalities in certain forms of epilepsy, specifically TLE [59], [60]. 

Numerical evaluation of tissues and lesions has enhanced diagnostic capabilities and!4-,!"F283#)/!

+4)!,).,"+"#"+1!3E!HNO!E38!/)+)*+".9!,<'+?)!*4-.9),!".!+4)!'8-".% Moreover, with quantitative 

imaging, it is possible to numerically investigate abnormalities across patients and over time, thus 

accelerating investigative studies.  

One quantitative MR imaging technique that has shown promise in detecting lesions, 

including HS, in epilepsy patients is transverse relaxometry. Transverse relaxometry, the process 

of measuring the rate of signal dissipation, has revealed hippocampal abnormalities that were 

poorly visualized on standard qualitative images (e.g., T2-weighted) [6]. Additionally, with 

transverse relaxometry, numerical investigation of patients and control data is now possible. 

Currently, there are many mathematical models for transverse relaxometry, including exponential, 

stimulated echo compensation, and improved echo compensation to estimate T2 values. As is stated 

in Chapter Two, the improved stimulated echo compensation (iSEC) method provides highly 

accurate and precise T2 values compared to the other existing methods.  
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Variation Exponential SEC iSEC 
Subject X X X 

B1 X -- -- 
Random Noise 
Propagation -- X -- 

 
Table 4.1: 3KSOH'0HHOH'#OGHIDL'EP'0KIT'3DNTOU( The three major variance factors (subject, 
B1 and random noise propagation) contribute to each method differently. iSEC method 
minimizes variance induces effects from B1 field and random noise propagation. 
 

In this chapter, I hypothesize that by utilizing iSEC as the gold standard for transverse 

relaxometry in TLE patients, diagnostic and surgical planning of such patients will be more 

accurate and reliable compared to conventional methods. 

4.2!Methods 

Implementation of transverse relaxometry in the diagnositic workup of patients with 

epilepsy has been investigated in many regions of the brain, including the hippocampus [6], [59] 

amygdala [129] and anterior temporal lobe white matter [130]. However, the bias between healthy 

and non-healthy groups seems to be more pronounced in the gray matter of the hippocampus head. 

Because the purpose of this study was to evaluate the advantages of iSEC relaxometry over 

conventional methods such as exponential and SEC fitting methods, the procedures for doing so 

were constructed to closely follow those that were used in the recent studies that revolve around 

this topic such as the study done by Bernsconi on lateralization of mesial temporal lobe epilepsy 

using T2 relaxometry [32]. 

4.2.1!Subjects 

Because this new algorithm requires no additional imaging inputs, its accuracy and 

precision with regard to the standard exponential fitting method, SEC and iSEC, were evaluated 
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using previously acquired TLE data. Specifically, MR images from 10 subjects with recurrent 

seizures and with MR-negative TLE. Each patient’s diagnosis was confirmed by history, EEG, 

conventional structural MR, and neuropsychological testing. In addition, these data were compared 

to 10 age- and gender-matched controls with no prior history of any neurological illness, including 

epilepsy, febrile seizures, other convulsions, head injury, or migraine headaches. The mean age for 

the 10 patients was 45 years old, ranging from 27 to 63 with a standard deviation of 12 years. The 

patient group consisted of 3 patients with probable left TLE, 3 with definite left temporal lobe 

seizure onset zones, 2 probable right TLE, and 2 with right TLE. Seizure onset zones were 

determined by a group of epileptologists at Foothills Hospital in Calgary, Canada, based on clinical 

information, including EEG and VEM results, structural MRI, and SPECT and PET scans. Patient 

clinical information is summarized in table 4.2. Note that there was no definite thresholding 

between probable and definite cases, and this categorization was usually based on the physicians’ 

discretion. All of the selected patients had no obvious structural lesions in their hippocampi regions 

that was detected by MRI.   

73! 2)8E38F! ,+-+",+"*-?! -.-?1,",Z! A)! *43,)! $M! 4)-+41! "./"#"/<-?,! -,! +4)! *3.+83?!

983<2! +4-+! F"F"*[)/ non-disease-related characteristics of the patients’ groups as closely as 

possible. The mean age for the healthy control group was 38, ranging from 22 to 54 with a standard 

deviation of 10 years. This control group was carefully picked to match the age and gender of the 

patient group.  
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Classification Patient
# 

Seizure 
Burden Diagnosis Structural MRI 

LTE 1 High Focal epilepsy with 
secondary generalized Normal 

LTE 2 Hight Focal epilepsy with 
secondary generalized Normal 

LTE 3 High Focal epilepsy with 
secondary generalized Normal 

LTE 4 Moderate Focal epilepsy with 
secondary generalized Normal 

LTE 5 High Focal epilepsy with 
secondary generalized 

Subtle mesial left temporal 
asymmetric; otherwise 

normal. 

LTE 6 Low Focal epilepsy with 
secondary generalized Normal Hippocampi 

RTE 7 High Focal epilepsy with 
secondary generalized 

Hippocampal asymmetry, no 
hyperintensities 

RTE 8 Low Right mesial TLE Normal 

RTE 9 Very 
High 

Focal epilepsy with 
secondary generalized Normal medial temporal lobe 

RTE 10 Very 
High 

Focal epilepsy with 
secondary generalized 

Hippocampal asymmetry, 
otherwise normal 

Table 4.2: Patients’ Demographic Characteristics. Relevant clinical information of the patients.  
 

 

4.2.2!MRI Visual and ROI Analysis 

Images were acquired on a 3T MR scanner using a multi-echo spin echo sequence with 

16 echo times with 24 coronal slices, 6 mm thickness, 15 ms echo spacing for patients and 32 

coronal slices, 5 mm thickness, and 10 ms echo spacing for controls on a 3T GE MR750 scanner. 

Prescribed refocusing angles were extracted from scanner settings. This information was entered 

into iSEC, SEC, and exponential fitting MATLAB codes. The 16 prescribed angles were 125 and 

then 118, which was followed by fourteen 111-degree angles. Obtained DICOM images were 

converted into a NIFTII format while data stored under a volume header were extracted as the 
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signal intensity inputs for each image. The T2 mapping of a single slice ran for approximately 3 

minutes. The exact running time depended on the workload on the computer processors.  

For each individual, the extraction of ROI was done by TI_Tool, that is a MATLAB 

imaging tool written by Marc Lebel. Hippocampal ROI boundaries and anatomical guidelines were 

defined in accordance with a previous study [Watson et al., 1992]. The outlining of the 

hippocampus always proceeded from anterior to posterior in a sequential fashion following these 

protocols: 

In brief, in this process, T2-weighted MR images were used. Because in T2-weghted 

imaging it is the relationship between pixel contrast rather than intrinsic pixel values that is 

meaningful, the image display level was set /"EE)8).+?1\! -228328"-+)! -./! <."V<)!

],)++".9,^?)#)?,_!E38!)-*4!"F-9)% This image display level was set to maximize contrast for the 

mesial temporal lobe area. Moreover, out of the 16 echo time series, only the 3rd echo was looked 

at because it possesses relatively higher FID signal intensity and signal stability compared to other 

echoes [59]. Similarly, the width of the display window was set to the ideal viewing dimensions 

for each individual without introducing any thresholding effects. In this study, one individual rater 

(R.B.) manually drew the contours of the hippocampus to reduce any inconsistency.  

Among all the different structures in the hippocampus, the ROIs were specifically 

focused on the enlarged anterior portion of the hippocampus that is known as the “pes” or the “head 

of the hippocampus.” In this study, the pes is referred to as the hippocampus head. The 

hippocampus head is the initial part of the hippocampus posterior to the amygdala. This portion of 

the hippocampus exhibits 3 to 4 digitations, and it turns medially to form the posterior segment of 

the uncus. Because the amygdala and cerebellum structures were relatively easier to spot in the 
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MR images, they were chosen as the guidelines. Moving from anterior to posterior, the slice 

immediately after the amygdala was chosen to be the first slice and the slice immediately prior to 

cerebellum formation was chosen to be the last slice. In this step, an average of 3 slices that covered 

the entire hippocampus head were extracted from each patient and control subject. On average, 

each ROI was drawn to include about 37 pixels. During this stage, any boundary line partially 

containing cerebrospinal fluid (CSF) was excluded. Mean T2 values for each ROI in each slice and 

mean ROI of left and right hippocampi across all slices were then calculated. Figure 4.1 displays 

ROI examples for one individual starting from first slice posterior to the amygdala (slice 1) and the 

last slice anterior to the cerebellum (slice 3). The ROIs are displayed with square boxes for left and 

right hippocampal heads. 

 

Figure 4.1: Region of interests. ROIs (shown in white ovals) are drawn for three coronal T2-
weighted images that contained hippocampus head. Slice 1 is immediately posterior to amygdala 

and slice three anterior to cerebellum. 
 

4.2.3!Transverse Relaxometry Method 

For computation of transverse relaxometry, three different methods were employed: 

exponential, SEC, and iSEC. The exponential method uses the conventional exponential equation 

for T2 calculation ( 4 ?@$ %4 3&" = *A ) and a least squares method for fitting the simulated signals 

to the actual multi-echo signal from the MR scans.  
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Figure 4.2: Exponetial parameters and a fitted signal. Example of exponential fit. Two 
parameters are used in exponential fitting, T2 (top left) and amplitude (top right). In the 
exponential fit (bottom), the least square line (solid red line) follows a path that passes between 
first and second echo. 

 

For this method echo, time or time of echo (TE) was initially inputted into the option 

structures. This value for patients was 15 ms and for controls it was 10 ms. The SEC method, which 

is predominately released on EPG for signal simulation, was done in a similar manner, except that 

multi-echo spin echo signals were computed with shaped pulses using the EPG method and given 

pulse shape information. The equation used for signal generation is the following: 

Signal = Amp x EPG_Simulation (T2, B1, opt) (3.1) 
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where options (opt) contain pulse shape information, echo time value and initial values as well as 

boundary conditions for the three parameters (T2, B1, Amp).  T2, B1, and Amp are defined as 

transverse relaxometry, transmit field, and amplitude parameters that were used to generate the 

final signal that was then fitted with the actual signal from the MR scan using the least squares 

fitting method. Basically, in the least squares method, the fit with the least residual (error) is 

nominated as the final signal. In the least squares method, T2 values were fitted with an accuracy 

of 0.5 ms. The function maximum iteration was 100 and the function accuracy was set to 1-nsec.  

 

 

Figure 4.3: SEC parameters and a fitted signal. Example of SEC fit. Three parameters are used 
in exponential fitting, T2 (top left), amplitude (top middle) and B1 (top right). In the SEC fit 
(bottom), the least square line (solid red line) follows a path that passes each echo. 

 

The same optimization parameters were used for the iSEC method. The major 

difference in the iSEC method from SEC method was that the B1 parameter estimation was done 
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in a separate initial fitting process. This B1 map was then smoothed using a 3rd-order polynomial 

function fitting process. The smoothed B1 map, along with the same option structure, was inputted 

into the EPG signal simulation and a least square fitting algorithm with only 2 parameters, as shown 

in the following symbolic equation: 

Signal = Amp x EPG_Simulation (T2, opt) (3.2) 

In this equation, B1 smoothed values are embedded in the option structure (opt). 

 

   

 
Figure 4.4: iSEC parameters and a fitted signal. Example of iSEC fit. Three parameters are 
used in the first step and two parameters in the second step. B1 (top left) is computed from the 
first fit (bottom left) with minimal ETL. In the second step, two parameters, T2 (top middle) and 
amplitude (top right) are used in the fitting (bottom right).  

 

Overall flow of information for the iSEC method is shown in figure 3.1. 
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4.2.4!Statistical Analysis 

For the statistical analysis step, a multivariate analysis of variance (MANOVA) 

between patient and control groups and within patient and control groups was performed to 

examine significant T2 difference between three groups. Furthermore, a paired student t-test was 

performed between control group and each of the groups from different methods. The critical 

investigated subject grouping factors were as follows: (1.) between left and right hippocampal for 

normal controls, (2.) comparison of ipsilateral and contralateral with normal controls, and (3.) 

comparison of ipsilateral and contralateral hippocampal T2 values. Each MANOVA statistical 

analysis and t-test p value was followed by false discovery rate (FDR) correction for significance. 

Moreover, the sensitivity and specificity of the methods were evaluated as well, for the individual 

patients and overall of each method. Patients with T2 values more than 2 standard deviations above 

the controls’ T2 mean value, as recorded by each method, were marked as abnormal. Those 

abnormal hippocampal T2 values from ipsilateral were assumed as true positive and those 

abnormal T2 values from contralateral as false positive. Similarly, normal hippocampal from 

ipsilateral were marked as false negative and normal ones from contralateral as true negative. To 

compensate for bilaterally of hippocampus sclerosis, in a second analysis, ipsilateral regions were 

marked as true positives and hippocampal regions from healthy controls as true negative. Receiver 

operating characteristic (ROC) curves were plotted to visualize the sensitivity and specificity 

results. The area under the curve (AUC) (between zero and one) determines the reliability of the 

method. A greater AUC indicates higher reliability in comparison. Bootstrap randomization was 

also performed to correct AUCs for the relatively small sample size. 



! $P!

4.2.5!Correlation Analysis 

A Pearson correlation coefficient (r) was used to examine the correlation of T2 variance 

to age, whereas correlation of the mean hippocampal T2 values with gender groups was assessed 

with a Mann–Whitney U test. 

4.3!Results 

The statistical analysis and plots for this study are reported in several categories. 

Overall, the results showed an improvement in accurate and precise detection of subtle 

abnormalities in iSEC compared to SEC and conventional exponential methods. 

!

4.3.1!Group Analysis 

74)!3#)8-??!/",+8"'<+"3.!3E!2-+").+!76!#-?<),!-8)!"??<,+8-+)/!".!R"9!5%=%!&.!-#)8-9)Z!

7`>! 2-+").+,! ,43A)/! 76! 412)8".+).,"+1! 3.! +4)! "2,"?-+)8-?! ,"/)! A4).! *3F2-8)/! +3! +4)!

*3.+8-?-+)8-?!,"/)%!74)!8-.9)!".!A4"*4!)U23.).+"-?!76!#-?<),!-8)!),+"F-+)/!E38!4"223*-F2-?!

-8)-!",!8)?-+"#)?1!A"/)8!A4).!*3F2-8)/!A"+4!C>;!-./!"C>;!F)+43/,!SR"9!5%=T%!



! $Y!

! !
Figure 4.5: Healthy control and patient T2 distribution. Distribution of T2 values from each 
healthy control and patient. Each marker represents one subject and each color represents 1 of 
the 3 methods. Overall, healthy controls’ left and right T2 values agree with each other and TLE 
patients experience hyperintensity on the ipsilateral compared to the contralateral. Exponentially 
T2 calculated regions are spread over a wider range of T2 values when compared with SEC and 
iSEC methods. 

!

Comparing the 3 methods (Expo, SEC and iSEC) within each group (healthy controls, 

contralateral and ipsilateral) in a MANOVA test, showed that each method returns T2 values with 

mean values sigificantly different from each other. Comparing exponetial, SEC and iSEC in 

healthy controls returns, phealthy controls = 1.65e-15, within ipsilateral pipsi = 1.52e-03, and within 

contralateral pcontra = 1.27e-03. 

The p values from the two-tailed student t-test are demonstrated in table 4.3. Visual 

inspections of R2 values (= 1/T2) return subtle difference as shown in Fig. 4.6. In this figure, R2 

maps generated from exponetial, SEC and iSEC methods are shown as A, B, C. While relative 

overestimation of exponetial method is evident when compared with SEC and iSEC, no obvious 

differences are obserable when comparing SEC and iSEC. However, in difference maps shown as 

D, E ,F in addition to the evident exponetial overestimation, a global noise reduction in iSEC in 

compare with SEC is also evident. To deepen the investigation in a numerical sense, relative T2 
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distribution of all subjects were compared and illustrated in a boxplot. The relative T2 values 

distribution of control, ipsilateral, and contralateral groups are illustrated via a boxplot in Fig 4.7. 

Student t-test P Value 
    Expo SEC iSEC 

Left Controls: Right Controls 0.0866 0.5868 0.5235 
Ipsilateral: Controls 0.0532 0.0061 0.0055 
Contralateral: Controls 0.2982 0.0632 0.0662 

Ipsilateral: Contralateral 0.3275 0.0862 0.0232 
! ! ! !

Table 4.3: Comparison of the 3 Methods’ P Values, Between Patient and 
Control Groupings. P values from paired student t-test for the 3 methods among 

4 different categories are shown in this table. 
 

From the student t-test, no significant (p < 0.05) was observed between left and right control 

hippocampal (pexponential = 0.0860, pSEC = 0.5868, and piSEC = 0.5235). Based on this student t-test, 

it was concluded that there are no significant differences between left and right hippocampal for 

either control. Therefore, in all of the following analyses of controls, side was disregarded.  
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Figure 4.6: R2 maps and R2 difference maps. (3.2A) : R2 (sec-1) map generated using 
exponential fit. Exponential method returns overestimations for T2 values. Typically, exponetial 
maps have T2 values higher than SEC and iSEC. (3.2B) : R2 (sec-1) map generated using SEC 
fit. SEC method fits the signal while taking into account flip angle imprefections. This increases 
the accuracy of the fit when compared with exponential method. (3.2C) : R2 (sec-1) map 
generated using iSEC fit. Visual elements are almost indential in iSEC with SEC method from 
one individual. However, iSEC provides higher precision compared with SEC method. This 
allows for more reliable data analysis with less variance when using iSEC method. The 
differences are also shown (3.2D-F). Difference between exponetial method (3.2A) and SEC 
method (3.2B) is depicted in 3.2D (exponential – SEC). Furthermore, 3.2E: [exponetial – iSEC] 
and 3.2F: [SEC – iSEC] all show differences between 3 methods in estimation of R2 values in 
one indvidual. 
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Comparing the ipsilateral hippucampus with the control, the student t-test returned the 

following values for each method: pexponential = 0.0532, pSEC = 0.0061, and piSEC = 0.0055. These p 

values for comparasion of control and contralateral hippocampus were computed to be 0.2982, 

0.0632, and 0.0662 in the same order. The left side lobes of patients’ T2 values and the right side 

lobe T2 values from this same patient group were also evaluated. However, it is difficult to interpret 

these p values due to the! <.*)8+-".+1! 3E! +4)! *3.+8-?-+)8-?! ,"/)%! That is, the contralateral 

hippocampus often demonstrates partial T2 abnormalities, but the extent of the abnormalities are 

not certain and typically depends on the nature and condition of the disease. A complete list of p 

value comparasions are reported in table 4.3. The boxplots illustrated in Figure 4.7 demonstrate 

relatively greater uncertainty in the exponential method compared to the other two methods. This 

vaiance is the greatest among the ipsilateral group in the exponetial method. Only in the SEC and 

iSEC methods does the T2 distribution from the ipsilateral category show overlap. iSEC 

experiences a higher median value in the ipsilateral group compared to in the SEC method. 

Although the T2 distrubuations in the SEC and iSEC methods may look similar, there are few 

subtle differences that nominates iSEC as a more precise method. 
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Figure 4.7: Boxplot of each subject groups from the three methods. Boxplot of 3 methods, 
exponential (gray), SEC (green) and iSEC (blue) for each contro, contralatera (Contra) and 
ipsilateral (Ipsi). Median for each box is shown in red and the whiskers (dashed lines) cover all 
points outside of 25th and 75th percentiles range.  

 

4.3.2!Individual Analysis Based on T2 Relaxometry 
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  Hippocampus (Red: out of +2SD range) 
  Expo SEC iSEC 
  Ipsi Contra Ipsi Contra Ipsi Contra 
 Controls 0.1043 0.0817 0.0819 

Patient Side       
1 Left 0.1180 0.1201 0.0862 0.0880 0.0885 0.0879 
2 Left 0.1183 0.1156 0.0880 0.0857 0.0881 0.0856 
3 Left 0.1265 0.1115 0.0985 0.0819 0.0984 0.0820 
4 Left 0.1621 0.1280 0.1251 0.0998 0.1230 0.0956 
5 Left 0.1420 0.1201 0.1232 0.1101 0.1220 0.1092 
6 Left 0.1101 0.0951 0.1091 0.0803 0.0989 0.0753 
 Mean 0.1332 0.1185 0.0989 0.0931 0.0898 0.0866 
 SD 0.0156 0.0094 0.0099 0.0061 0.0055 0.0043 
        

11 Right 0.1430 0.1230 0.1023 0.1001 0.1025 0.1020 
12 Right 0.1232 0.1156 0.1032 0.0985 0.1031 0.0982 
13 Right 0.1054 0.1052 0.079 0.074 0.082 0.079 
14 Right 0.1120 0.1092 0.093 0.90 0.097 0.091 
 Mean 0.1260 0.1196 0.0991 0.0930 0.0912 0.0952 
 SD 0.0103 0.0065 0.0028 0.0055 0.0025 0.0024 
! ! ! ! ! ! ! !

Table 4.4: Mean T2 values for each TLE patient. T2 (sec) values for each case. Those 
beyond 2 standard deviation from controls’ means are considered abnormal and are marked 
in red color. 

!
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!

Figure 4.8: ROC curve from ipsilateral and contralateral. ROC curve for each method shown 
on one figure. The normalized area under the curve for the methods are as following: Exponential 
(blue) = 0.6173, SEC (red) = 0.6733 and for iSEC = 0.7492. In this ROC analysis, TLE ipsilateral 
was assumed as true positive and TLE contralateral as true negative. 

!

Performing an iterative bootstrap random sampling correction on the true positive and 

false positive rates, resulted in the overall AUCs of 0.62 ± 0.21 for exponential, 0.67 ± 0.18 for 

SEC and 0.75 ± 0.15 for iSEC method. From a paired t-test, it was concluded that the AUCs from 

3 different methods are significantly different (p < 0.05). 

Additionally, on a different ROC analysis, patients’ ipsilateral regions as true positives 

were compared with controls hippocampal regions as true negatives. The result of this analysis is 
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illustrated on a different ROC curve (Fig 4.9). To compensate for the small sample size, a similar 

bootstrap randomization was performed on AUC calculation. After bootstrap random sampling 

correction, the AUCs are, exponential method: 0.82 ± 0.18, SEC method: 0.82 ± 0.14 and iSEC 

method: 0.86 ± 0.12. From a paired t-test, it was concluded that the AUCs from 3 different methods 

are significantly different (p < 0.05). 

 

 
Figure 4.9: ROC curve from ipsilateral and healthy controls. ROC curve for each method 
shown on one figure. The normalized area under the curve for the methods are as following: 
Exponential (blue) = 0.815, SEC (red) = 0.820 and for iSEC = 0.855. In this ROC analysis, TLE 
ipsilateral was assumed as true positive and healthy control hippocampal regions as true 
negative. 
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Furthermore, to visually inspect differences in the hippocampal area, T2 values were 

normalized to Z-scores. Computed Z-scores for each individual voxel were superimposed onto 

original brain scans. As depicted on Fig 4.9, both SEC and iSEC methods detect more T2 

hyperintensities than exponential method for this left temporal lobe epilepsy patient. Visual 

elements detectable by human eyes are not strong when comparing SEC and iSEC methods in Fig 

4.9. On the contralateral side, both SEC and iSEC methods return less abnormally low T2 values 

than exponential method. That is, there are less blue color intensity in SEC and iSEC maps on the 

contralateral hippocampal.  

!

!

Figure 4.10:  Z-score map comparison of the 3 methods. 1st (top row) and 2nd (bottom row) 
slice of one left TLE individual is compared with controls’ means and standard deviations to 
calculate Z-scores for regions of interest. The Z-scores from exponential fit (left column), SEC 
(middle column) and iSEC (right column) are compared. There are more T2 hyperintensities on 
the ipsilateral regions of SEC and iSEC methods than exponential method.  

!

I! Q! ;!

J! >! R!J! >! R!
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4.3.3!Demographic and Clinic Data Analysis 

The mean hippocampal T2 values did not differ significantly between male and female 

in our control and patient data (psignificant < 0.05, Mann–Whitney U test). The Mann–Whitney U test 

reported a p value of 0.6758 when female and male patients were compared. Based on the Pearson 

correlation, there was a significant relationship between age and average T2 value. However, the 

age grouping between controls and patients was not significantly different. 

4.4!Discussion 

Upon reanalyzing existing images in order to evaluate the performance of the proposed 

method relative to the conventional exponential fitting and the original SEC fitting, generated T2 

values exhibited better precision and thus a higher reliability of the iSEC method compared with 

the other two methods. From the student t-test results, it is evident that iSEC reports less similarity 

between ipsilaterals and controls. The p value for this category is higher in the SEC method and is 

insignificant in the exponential method, -,,<F".9!-!2!#-?<)!?),,!+4-.!M%M=!",!,"9."E"*-.+!')E38)!

RJN!*388)*+"3.. Because this comparison is between hippocampal gray matter of healthy controls 

and abnormal gray matter of TLE patients, the expectation is that the p value would be small when 

performing variance analysis for these groups. This expectation is closely encountered in the iSEC 

method compared with the other methods. These results are mainly due to the observation of a 

higher precision in iSEC; thus, there is a smaller variance gap within groups. A smaller variance 

can translate to more significant p values in the student t-test. The smaller variance may not be 

visually evident in the boxplot figure. The improvement seen here from SEC to iSEC has been 

minimized due to the high subject variance that diminishes visual difference that could be picked 

up by human eye. R2 map difference from each method (Fig. 4.5 right) demonstrate those subtle 

differences that are not obvious on the original R2 maps (Fig. 4.5 left). In this study, slice thickness 
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is 5 and 6 mm for controls and patients, respectively. This slice thickness is about 5 times that of 

those examined in the original iSEC study (chapter 3). As previously demonstrated, iSEC 

experiences better improvement in comparison with the SEC method for those regions with 

relatively low SNR, and exaggerated stimulated effects. Relatively, the thicker the slice, the greater 

the SNR which consequently minimizes the improvement of the iSEC over the SEC. Therefore, 

while a higher precision in the iSEC is evident from the numerical comparison (p values and 

standard deviations), it is difficult to demonstrate this improvement visually, due to the incremental 

improvement. However, after careful examinations of boxplots, one can see smaller whiskers 

(dashed lines) in the iSEC method compared with those from the exponential and SEC methods. 

In this plot, whisker lines are extended to all those data points that fall below the 25th percentile 

and above the 75th percentile. The smaller whisker length indicates a smaller variance observed in 

the iSEC method when compared with the other two methods. Finally, from observing the 

sensitivity and specificity analysis, one can conclude that the iSEC demonstrates a higher 

reliability. In the ROC curve plot, iSEC’s ROC curve has the highest AUC, indicating that iSEC 

results are more repeatable and accurate when compared with exponential and SEC methods. These 

results from this study parallel those found in the original iSEC study (chapter 3). 

4.5!Conclusion 

This work provided a comprehensive T2 relaxometry method with a high sensitivity 

and specificity unlike those seen in any previous T2 relaxometry methods, such as exponential and 

stimulated echo compensation (SEC). The clinical results provided insight into the best approach 

for transverse relaxometry in epilepsy. According to this work, the iSEC allows for improved 

diagnosis and treatment of TLE by providing superior results with high accuracy and precession. 

This work may also provide insight into the causal relationship between structural abnormalities 
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and clinical symptoms and a response to treatment in TLE. Adaptation of the iSEC method as the 

gold standard method for T2 relaxometry in MRI can provide an opportunity of accurate and 

precise data analysis for epilepsy studies and other neurological disorder studies.!  
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CHAPTER FIVE!: DISCUSSION & CONCLUSION 

5.1!General Discussion 

Imaging is perhaps the most effective modality in investigating the brain and any disorder 

associated with the brain. The highly protected and sensitive nature of the brain makes it nearly 

impossible to study a live brain in an environment outside of a living body. Therefore, imaging 

modalities that remove those protective layers and make the brain structures and functions visible 

are the most useful in the study and treatment of the brain. Epilepsy, one of the major neurological 

disorders in Canada and worldwide, is an example of a brain-related disorder that could benefit 

from imaging modalities. Epilepsy is a complex disease that involves structural and functional 

abnormalities, each of which should be investigated in depth. Mechanisms associated with epileptic 

seizure development include gene mutations that disturb ion channels, alterations in 

neurotransmitter systems, and abnormal connections in cortical and subcortical circuits as well as 

in any neighbouring neurons [23]. In the human brain, because of the existence of highly 

interconnected neurons, the neocortex and hippocampus are more prone to epileptic activity [24]. 

In these regions, excitatory cells are highly interconnected, and cells that are able to generate bursts 

intrinsically are in abundance [24]. The hippocampus, located in the temporal lobe, is an important 

anatomical structure involved in memory formation and storage. The elongated structure of the 

hippocampus belongs to the limbic system and is directly posterior to the amygdala (Figure 1.2.a). 

Temporal lobe epilepsy (TLE), the most common form of epilepsy among adults, often has 

a unilateral presence in the hippocampus, meaning that the symptoms and abnormalities are more 

prominent on one side of the brain. Although most unilateral cases of TLE experience some partial 

effects on the opposite lobe, they are often categorized based on the lobe that has recorded about 

70% or more epileptic abnormalities [32]. According to extensive histologic investigations, TLE 
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development is mainly associated with propagations of neuronal demyelination (sclerosis), 

atrophy, and loss of internal structures. Sclerotic tissues, accommodate more water content within 

the affected region due to the release of myelin water into the interstitial fluid. Therefore, an 

imaging modality highly sensitive to water proton density in a given region would be the most 

useful modality. T2 relaxometry, an imaging technique that relies on the spin–spin interaction of 

protons, has proven to be highly sensitive to the tissue water content fluctuations. In sclerotic 

tissues, due to accumulated water content, signal changes are picked up as T2 hyperintensities. 

The sensitivity of T2 relaxometry to the surrounding environment is mainly due to the phase 

contribution of the spins to the T2 signal. The T2 time constant characterizes the decay of the 

transverse magnetization, and its behaviour is governed by the same field fluctuations as well as 

the z-component field fluctuations (i.e., loss of phase coherence, also known as dephasing of the 

transverse component). Therefore, signal changes in T2 imaging are more sensitive and more 

severe than T1 imaging for abnormalities that have accumulation of additional water proton density 

in the same proximity. Although T2-weighted maps, meaning those images that are qualitatively 

generated by suppressing the T1 effect, are useful in the detection of abnormalities in TLE epilepsy, 

quantitative T2 imaging has been shown to be even more effective in detecting subtle abnormalities 

in TLE patients [60]. The reason underlying this fact could be because quantitative T2 imaging 

improves comparisons between subjects or within subjects over time by removing signal variations 

found in T2-weighted images, such as those dependent on receiver gain or flip angle variation.  

Multi-echo spin echo MRI sequences are the standard method of measuring T2. These 

sequences typically generate multiple echoes (a minimum of 4 for accuracy) in order to estimate 

T2 time from a least-squares fitting. Current techniques rely on a simple exponential least-squares 

fit through the echoes in order to make a quantitative estimation of the tissue T2 time constant. 

However, exponential fitting does not take into account key differences in RF pulse sequence 
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parameters (pulse shape, relative refocusing width, and refocusing angle) between various 

scanners/vendors, which potentially introduce stimulated contamination. Imperfect refocusing due 

to slice profiles, RF interference, or purposeful reduction in refocusing angles all result in 

stimulated echoes, which contaminate the exponential T2 decay and compromise the exponential 

T2 fitting. One method that has been able to successfully take into account stimulated effects is the 

SEC method. SEC determines T2 by modeling the actual spin response. This method simulates the 

spin echo pathways and aims to determine both the T2 and the refocusing flip angles (relative 

refocusing flip angles: rB1+) from the fitting process. In this method, the relative flip angle (rB1+) 

refers to the ratio of flip angle achieved at the center of the selected slice to the prescribed nominal 

flip angle. Although this method returns reasonably accurate flip-angle maps at low magnetic field 

strength (reduced RF variation), at a high magnetic field strength setting, the accuracy of the 

inherent flip angle map produced by this method may be deteriorated due to random noise 

propagations and substantial in-plane RF variation.  

Knowledge of the actual flip angle is an essential part of this advanced fitting method and 

could potentially eliminate the source of error and imprecision. The flip angle knowledge removes 

a parameter from the fitting process, which enables only 2 points (T2 and amp) to yield an accurate 

solution. The aim of this work was to substantially reduce noise propagation in the resulting flip 

angle map and then utilize the cleaned flip angle map to generate accurate and precise T2 

estimations for TLE patients. Although the accuracy of the method was not expected to differ from 

the original SEC method because of the random nature of noise propagation, precision or 

repeatability of the method was expected to improve by simply reducing one parameter in the 

fitting algorithm. Accurate knowledge of the flip angle and slice profile allows for appropriate 

compensation of the stimulated echo pathways; therefore, slight changes in the T2 estimation over 
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repeated trials would be significantly eliminated because of the smoothing step implemented in the 

iSEC method (an improved version of the SEC method).  

Overall, simulations and in vivo experimental data (chapter 3) demonstrated that this 

assumption holds true; thus, T2 estimations are more repeatable with fewer variations with the 

iSEC method than with the SEC method. The improvement was more predominate at lower SNR 

value regions due to higher contributions of random noise propagation in deteriorating the actual 

decay signal and, therefore, the flip angle maps. The resulting iSEC method was then implemented 

on actual TLE T2-weighted images (chapter 4). As expected, T2 estimation variance was reduced 

in the iSEC method when compared with SEC and exponential methods. This accurate and more 

precise method resulted in higher sensitivity and specificity rates, which indicate the higher 

reliability rate of the iSEC over the SEC and exponential methods. 

Two main improvements could be implemented in the iSEC method in future studies to 

increase the robustness of this T2 estimation method. First, in this work, we considered normally 

distributed noise propagation to be the only existing source of error. However, there exists a 

different kind of noise called Rician noise. Rician noise is a collection of signal-dependent noise 

distributions that can alter the true nature of the MRI signal intensities [131], [132]. In this method, 

we did not include Rician noise in the calculations. In the literature, non-Gaussian noises are 

assumed to be problematic in low SNR regions (SNR < 3) [133]. Therefore, we assumed safely 

that these low SNR regions do not exist in most—if not all—images, or if they do, they are 

negligible. However, before compiling a working code that could be applied to any sort of MRI 

data, it is only plausible to address this shortcoming and include Rician noises in iSEC algorithms. 

This can possibly be accomplished by introducing an offset parameter to the fitting algorithm, as 

reported in the work of Milford et al. [96]. 

Second, this work considers single-component fitting, but it could be readily extended to 
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multicomponent models. We speculate that the iSEC will play an important role in improving 

multicomponent fitting, where extremely high SNR is needed [121] to distinguish tissue 

compartments. The iSEC promises to deliver higher precision than the SEC, specifically in many 

complex anatomical structures, such as multilayered hippocampus structures, that are critical in 

clinical evaluations [122]. Although researchers can implement a multicomponent estimation in 

future studies, we decided to focus mainly on the single-component fitting, since by careful 

placement of ROI regions the multicomponent property of the signal can be reduced. Although in 

the epilepsy study the careful ROI placement may be practically unreachable because of the natural 

complex multilayered structures such as the hippocampus, T2 values from such regions have been 

reported to lean mainly toward the fast specie of water protons, in particular in white matter where 

water protons demonstrate fast and slow relaxation rates depending on the compartment such as in 

between the myelin layers and intra- and intercellular regions [103]. Ultimately, the results closely 

mimic the mono component characteristics and multicomponent characteristics in these regions 

may safely be assumed negligible. For the epilepsy study one major improvement that could be 

made is to increase number of patients and controls. While 10 patients may be sufficient to illustrate 

preliminary results in conjugation with previous evaluations (chapter 3), for an independent 

epilepsy study a larger sample size is necessary to illustrate reliable results. 

One significant benefit of this newly developed method is the ease of use and wide range 

of its application. After attending 2016 ISMRM, I learned that while transverse relaxometry is 

being widely implemented in many different medical studies for detection of the abnormalities, 

very little effort has been made in addressing the specific shortcomings that exist within this 

method. Compare to other groups and events, transverse relaxometry method development was 

smaller and had lesser number of attendees. This negligence was also obvious during my exchange 
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program at University of Campinas. In this program, I observed that medical researchers paid 

inadequate attention to the methodology that was used to generate T2 maps. The algorithm that 

was being used was not user-friendly and often return noisy or inaccurate T2 maps due to failure 

of inputting correct parameters. After this experience, iSEC was designed while having the ease of 

the use in mind. Overall, very specific or incremental improvements on current methods may attract 

few attentions, the outcome of such works can be tremendous in the medical field advancement. I 

believe my work, while may be a small improvement in overall scheme of MR imaging, provides 

a pathway for more reliable transverse relaxometry data analysis of many neurodegenerative 

diseases that can be implemented on wide range of scanners with ease of use. 

5.2!Conclusion 

In this work, we developed an improved T2 fitting routine for multi-echo spin echo 

data leveraging the stimulated echo correction framework to account for non-ideal RF pulses and 

transmit fields. This proposed method performs a 2-pass fit in which the first pass is used to 

estimate, smooth, and constrain the transmit field, effectively reducing the degrees of freedom in 

the second pass. We demonstrated that this method provides precise T2 estimates without loss of 

accuracy in situations with low refocusing flip angles. This method remains a practical approach 

for quantifying T2 from multi-echo spin echo images because it does not require external data. We 

evaluated this work on simulated data, as well as in vivo data, and the results indicated a higher 

precision order in T2 estimations from the developed method when compared with the previously 

developed methods. We successfully implemented the iSEC method on TLE patients, in which a 

higher degree of reliability on diagnosis and localization of abnormalities was achieved. This work 

may translate to a useful diagnostic tool in the treatment of many other neurodegenerative disorders 

such as Alzheimer’s disease and multiple sclerosis.  



! G=!

REFERENCES 

 
[1] B. S. Chang and D. H. Lowenstein, “Epilepsy.,” N. Engl. J. Med., vol. 349, no. 13, pp. 

1257–66, Sep. 2003. 
[2] J. Burneo, “Surveying the population with epilepsy: ulcers, allergies, and other medical 

comorbidities.,” Epilepsy Curr., vol. 6, no. 5, pp. 160–1, Jan. . 
[3] B. S. Brooks et al., “MR imaging in patients with intractable complex partial epileptic 

seizures.,” Am. J. Roentgenol., vol. 154, no. 3, pp. 577–583, Mar. 1990. 
[4] C. Pierpaoli, “Quantitative brain MRI.,” Top. Magn. Reson. Imaging, vol. 21, no. 2, p. 63, 

Apr. 2010. 
[5] B. Braga, C. L. Yasuda, and F. Cendes, “White Matter Atrophy in Patients with Mesial 

Temporal Lobe Epilepsy: Voxel-Based Morphometry Analysis of T1- and T2-Weighted 
MR Images.,” Radiol. Res. Pract., vol. 2012, no. 5, p. 481378, Jan. 2012. 

[6] I. Sumar, R. K. Kosior, R. Frayne, and P. Federico, “Hippocampal T2 abnormalities in 
healthy adults.,” Epilepsy Res., vol. 95, no. 3, pp. 273–6, Aug. 2011. 

[7] S. C. L. Deoni, B. K. Rutt, and T. M. Peters, “Rapid combinedT1 andT2 mapping using 
gradient recalled acquisition in the steady state,” Magn. Reson. Med., vol. 49, no. 3, pp. 
515–526, Mar. 2003. 

[8] S. C. L. Deoni, “Transverse relaxation time mapping in the brain with off-resonance 
correction using phase-cycled steady-state free precession imaging,” J. Magn. Reson. 
Imaging, vol. 30, no. 2, pp. 411–417, Aug. 2009. 

[9] H. J. A. Crooijmans, K. Scheffler, and O. Bieri, “Finite RF pulse correction on 
DESPOT2,” Magn. Reson. Med., vol. 65, no. 3, pp. 858–862, Mar. 2011. 

[10] C. A. McKenzie, Z. Chen, D. J. Drost, and F. S. Prato, “Fast acquisition of quantitative T2 
maps,” Magn. Reson. Med., vol. 41, no. 1, pp. 208–212, Jan. 1999. 

[11] C. M. Collins, W. Liu, W. Schreiber, Q. X. Yang, and M. B. Smith, “Central brightening 
due to constructive interference with, without, and despite dielectric resonance,” J. Magn. 
Reson. Imaging, vol. 21, no. 2, pp. 192–196, Feb. 2005. 

[12] R. M. Lebel and A. H. Wilman, “Transverse relaxometry with stimulated echo 
compensation.,” Magn. Reson. Med., vol. 64, no. 4, pp. 1005–14, Oct. 2010. 

[13] S. D. Lhatoo, A. L. Johnson, D. M. Goodridge, B. K. MacDonald, J. W. Sander, and S. D. 
Shorvon, “Mortality in epilepsy in the first 11 to 14 years after diagnosis: multivariate 
analysis of a long-term, prospective, population-based cohort.,” Ann. Neurol., vol. 49, no. 
3, pp. 336–44, Mar. 2001. 

[14] J. F. Téllez-Zenteno, L. H. Ronquillo, and S. Wiebe, “Sudden unexpected death in 
epilepsy: Evidence-based analysis of incidence and risk factors,” Epilepsy Res., vol. 65, 
no. 1–2, pp. 101–115, Jun. 2005. 

[15] R. S. Fisher et al., “The impact of epilepsy from the patient’s perspective I. Descriptions 
and subjective perceptions.,” Epilepsy Res., vol. 41, no. 1, pp. 39–51, Aug. 2000. 

[16] S. Wiebe, D. R. Bellhouse, C. Fallahay, and M. Eliasziw, “Burden of epilepsy: the Ontario 
Health Survey.,” Can. J. Neurol. Sci., vol. 26, no. 4, pp. 263–70, Nov. 1999. 

[17] G. A. Baker, A. Jacoby, D. Buck, C. Stalgis, and D. Monnet, “Quality of life of people 
with epilepsy: a European study.,” Epilepsia, vol. 38, no. 3, pp. 353–62, Mar. 1997. 

[18] J. S. Duncan, J. W. Sander, S. M. Sisodiya, and M. C. Walker, “Adult epilepsy.,” Lancet 
(London, England), vol. 367, no. 9516, pp. 1087–100, Apr. 2006. 



! GP!

[19] J. J. Lin, M. Mula, and B. P. Hermann, “Uncovering the neurobehavioural comorbidities 
of epilepsy over the lifespan,” Lancet, vol. 380, no. 9848, pp. 1180–1192, Sep. 2012. 

[20] N. K. Leidy, A. Elixhauser, B. Vickrey, E. Means, and M. K. Willian, “Seizure frequency 
and the health-related quality of life of adults with epilepsy.,” Neurology, vol. 53, no. 1, 
pp. 162–6, Jul. 1999. 

[21] K. Stavem, J. H. Loge, and S. Kaasa, “Health status of people with epilepsy compared 
with a general reference population.,” Epilepsia, vol. 41, no. 1, pp. 85–90, Jan. 2000. 

[22] D. Yoon, K. D. Frick, D. A. Carr, and J. K. Austin, “Economic impact of epilepsy in the 
United States,” Epilepsia, vol. 50, no. 10, pp. 2186–2191, Oct. 2009. 

[23] R. I. Kuzniecky and G. D. Jackson, Magnetic resonance in epilepsy!: neuroimaging 
techniques. Elsevier Academic, 2005. 

[24] D. A. McCormick and D. Contreras, “On The Cellular and Network Bases of Epileptic 
Seizures,” Annu. Rev. Physiol., vol. 63, no. 1, pp. 815–846, Mar. 2001. 

[25] E. S. GOLDENSOHN and D. P. PURPURA, “Intracellular potentials of cortical neurons 
during focal epileptogenic discharges.,” Science, vol. 139, no. 3557, pp. 840–2, Mar. 1963. 

[26] E. W. Lothman, “The Neurobiology of Epileptiform Discharges,” Am. J. EEG Technol., 
vol. 33, no. 2, pp. 93–112, Jun. 1993. 

[27] C. Watson et al., “Anatomic basis of amygdaloid and hippocampal volume measurement 
by magnetic resonance imaging.,” Neurology, vol. 42, no. 9, pp. 1743–50, Sep. 1992. 

[28] C. Wible and C. G., “Hippocampal Physiology, Structure and Function and the 
Neuroscience of Schizophrenia: A Unified Account of Declarative Memory Deficits, 
Working Memory Deficits and Schizophrenic Symptoms,” Behav. Sci. (Basel)., vol. 3, no. 
2, pp. 298–315, Jun. 2013. 

[29] R. S. Fisher et al., “Operational classification of seizure types by the International League 
Against Epilepsy: Position Paper of the ILAE Commission for Classification and 
Terminology,” Epilepsia, vol. 58, no. 4, pp. 522–530, Apr. 2017. 

[30] A. T. Berg et al., “Revised terminology and concepts for organization of seizures and 
epilepsies: Report of the ILAE Commission on Classification and Terminology, 2005-
2009,” Epilepsia, vol. 51, no. 4, pp. 676–685, Apr. 2010. 

[31] F. Rosenow and H. Lüders, “Presurgical evaluation of epilepsy,” Brain, vol. 124, no. 9, pp. 
1683–1700, Sep. 2001. 

[32] A. Bernasconi et al., “T2 relaxometry can lateralize mesial temporal lobe epilepsy in 
patients with normal MRI.,” Neuroimage, vol. 12, no. 6, pp. 739–46, Dec. 2000. 

[33] D. Hasegawa, “Diagnostic techniques to detect the epileptogenic zone: Pathophysiological 
and presurgical analysis of epilepsy in dogs and cats,” Vet. J., vol. 215, pp. 64–75, Sep. 
2016. 

[34] S. Abraham and M. Shaju, “Innovations in epilepsy management - an overview.,” J. 
Pharm. Pharm. Sci., vol. 16, no. 4, pp. 564–76, 2013. 

[35] A. M. Paschal, S. E. Rush, and T. Sadler, “Factors associated with medication adherence 
in patients with epilepsy and recommendations for improvement,” Epilepsy Behav., vol. 
31, pp. 346–350, Feb. 2014. 

[36] K. W. Barañano and A. L. Hartman, “The ketogenic diet: uses in epilepsy and other 
neurologic illnesses.,” Curr. Treat. Options Neurol., vol. 10, no. 6, pp. 410–9, Nov. 2008. 

[37] E. H. Kossoff and J. M. Rho, “Ketogenic diets: evidence for short- and long-term 
efficacy.,” Neurotherapeutics, vol. 6, no. 2, pp. 406–14, Apr. 2009. 

[38] A. Chambers and J. M. Bowen, “Electrical stimulation for drug-resistant epilepsy: an 
evidence-based analysis.,” Ont. Health Technol. Assess. Ser., vol. 13, no. 18, pp. 1–37, 



! GY!

2013. 
[39] A. P. Amar, “Vagus nerve stimulation for the treatment of intractable epilepsy,” Expert 

Rev. Neurother., vol. 7, no. 12, pp. 1763–1773, Dec. 2007. 
[40] D. M. Andrade et al., “Long-term follow-up of patients with thalamic deep brain 

stimulation for epilepsy.,” Neurology, vol. 66, no. 10, pp. 1571–3, May 2006. 
[41] J. F. Tellez-Zenteno, R. S. McLachlan, A. Parrent, C. S. Kubu, and S. Wiebe, 

“Hippocampal electrical stimulation in mesial temporal lobe epilepsy,” Neurology, vol. 66, 
no. 10, pp. 1490–1494, May 2006. 

[42] V. C. Terra et al., “Vagus nerve stimulation in pediatric patients: Is it really worthwhile?,” 
Epilepsy Behav., vol. 31, pp. 329–333, Feb. 2014. 

[43] P. Kwan and M. J. Brodie, “Early Identification of Refractory Epilepsy,” N. Engl. J. Med., 
vol. 342, no. 5, pp. 314–319, Feb. 2000. 

[44] B. Bourgeois, “Epilepsy Surgery,” in General Concepts of Medical Intractibility., 2001. 
[45] S. Noachtar and I. Borggraefe, “Epilepsy surgery: A critical review,” Epilepsy Behav., vol. 

15, no. 1, pp. 66–72, May 2009. 
[46] H. O. Lüders, I. Najm, D. Nair, P. Widdess-Walsh, and W. Bingman, “The epileptogenic 

zone: general principles.,” Epileptic Disord., vol. 8 Suppl 2, pp. S1-9, Aug. 2006. 
[47] S. Spencer et al., “Outcomes of epilepsy surgery in adults and children.,” Lancet. Neurol., 

vol. 7, no. 6, pp. 525–37, Jun. 2008. 
[48] J. F. Téllez-Zenteno, L. H. Ronquillo, F. Moien-Afshari, and S. Wiebe, “Surgical 

outcomes in lesional and non-lesional epilepsy: A systematic review and meta-analysis,” 
vol. 89, no. 2–3, pp. 310–318, May 2010. 

[49] R. S. Fisher et al., “ILAE Official Report: A practical clinical definition of epilepsy,” 
Epilepsia, vol. 55, no. 4, pp. 475–482, Apr. 2014. 

[50] B. co. staff and B. co. staff, “Medical gallery of Blausen Medical 2014,” WikiJournal 
Med., vol. 1, no. 2, p. 10, 2014. 

[51] J. P. Lachaux, D. Rudrauf, and P. Kahane, “Intracranial EEG and human brain mapping,” 
J. Physiol., vol. 97, no. 4–6, pp. 613–628, Jul. 2003. 

[52] “Recommendations for neuroimaging of patients with epilepsy. Commission on 
Neuroimaging of the International League Against Epilepsy.,” Epilepsia, vol. 38, no. 11, 
pp. 1255–6, Nov. 1997. 

[53] T. M. Salmenpera and J. S. Duncan, “Imaging in epilepsy,” J. Neurol. Neurosurg. 
Psychiatry, vol. 76, no. suppl_3, p. iii2-iii10, Sep. 2005. 

[54] G. D. Jackson, S. F. Berkovic, B. M. Tress, R. M. Kalnins, G. C. Fabinyi, and P. F. Bladin, 
“Hippocampal sclerosis can be reliably detected by magnetic resonance imaging.,” 
Neurology, vol. 40, no. 12, pp. 1869–75, Dec. 1990. 

[55] B. M. Hampstead, A. Y. Stringer, R. F. Stilla, M. Giddens, and K. Sathian, “Mnemonic 
strategy training partially restores hippocampal activity in patients with mild cognitive 
impairment.,” Hippocampus, vol. 22, no. 8, pp. 1652–8, Aug. 2012. 

[56] D. G. Nishimura, Principles of magnetic resonance imaging, 1.2. Stanford University, 
2016. 

[57] J. P. Wansapura, S. K. Holland, R. S. Dunn, and W. S. Ball, “NMR relaxation times in the 
human brain at 3.0 tesla.,” J. Magn. Reson. Imaging, vol. 9, no. 4, pp. 531–8, Apr. 1999. 

[58] R. S. Briellmann, G. S. Pell, R. M. Wellard, L. A. Mitchell, D. F. Abbott, and G. D. 
Jackson, “MR imaging of epilepsy: state of the art at 1.5 T and potential of 3 T.,” Epileptic 
Disord., vol. 5, no. 1, pp. 3–20, Mar. 2003. 

[59] R. K. Kosior, M. L. Lauzon, R. Frayne, and P. Federico, “Single-subject voxel-based 



! G@!

relaxometry for clinical assessment of temporal lobe epilepsy.,” Epilepsy Res., vol. 86, no. 
1, pp. 23–31, Sep. 2009. 

[60] R. K. Kosior, R. Sharkey, R. Frayne, and P. Federico, “Voxel-based relaxometry for cases 
of an unresolved epilepsy diagnosis,” Epilepsy Res., vol. 99, no. 1–2, pp. 46–54, Mar. 
2012. 

[61] J. P. Wansapura, S. K. Holland, R. S. Dunn, and W. S. Ball, “NMR relaxation times in the 
human brain at 3.0 tesla.,” J. Magn. Reson. Imaging, vol. 9, no. 4, pp. 531–8, Apr. 1999. 

[62] H. Lu, L. M. Nagae-Poetscher, X. Golay, D. Lin, M. Pomper, and P. C. M. van Zijl, 
“Routine clinical brain MRI sequences for use at 3.0 Tesla,” J. Magn. Reson. Imaging, vol. 
22, no. 1, pp. 13–22, Jul. 2005. 

[63] N. Gelman, J. R. Ewing, J. M. Gorell, E. M. Spickler, and E. G. Solomon, “Interregional 
variation of longitudinal relaxation rates in human brain at 3.0 T: Relation to estimated 
iron and water contents,” Magn. Reson. Med., vol. 45, no. 1, pp. 71–79, Jan. 2001. 

[64] G. S. Pell, R. S. Briellmann, A. B. Waites, D. F. Abbott, D. P. Lewis, and G. D. Jackson, 
“Optimized clinical T2 relaxometry with a standard CPMG sequence,” J. Magn. Reson. 
Imaging, vol. 23, no. 2, pp. 248–252, Feb. 2006. 

[65] T. Ai et al., “A Historical Overview of Magnetic Resonance Imaging, Focusing on 
Technological Innovations,” Invest. Radiol., vol. 47, no. 12, pp. 725–741, Dec. 2012. 

[66] V. Kuperman, Magnetic Resonance Imaging: Physical Principles and Applications. 
Elsevier Science, 2000. 

[67] J. Hennig, “Multiecho imaging sequences with low refocusing flip angles,” J. Magn. 
Reson., vol. 78, no. 3, pp. 397–407, 1988. 

[68] W. T. Sobol and D. M. Gauntt, “On the Stationary States in Gradient Echo Imaging.” 
[69] M. Weigel, “Extended phase graphs: Dephasing, RF pulses, and echoes - pure and 

simple,” J. Magn. Reson. Imaging, vol. 41, no. 2, pp. 266–295, Feb. 2015. 
[70] E. L. Hahn, “Spin Echoes,” Phys. Rev., vol. 80, no. 4, pp. 580–594, Nov. 1950. 
[71] H. Y. Carr and E. M. Purcell, “Effects of Diffusion on Free Precession in Nuclear 

Magnetic Resonance Experiments,” Phys. Rev., vol. 94, no. 3, pp. 630–638, May 1954. 
[72] S. Meiboom and D. Gill, “Modified Spin"Echo Method for Measuring Nuclear Relaxation 

Times,” Rev. Sci. Instrum., vol. 29, no. 8, pp. 688–691, Aug. 1958. 
[73] P. B. Roemer, W. A. Edelstein, C. E. Hayes, S. P. Souza, and O. M. Mueller, “The NMR 

phased array,” Magn. Reson. Med., vol. 16, no. 2, pp. 192–225, Nov. 1990. 
[74] C. E. Hayes, W. A. Edelstein, J. F. Schenck, O. M. Mueller, and M. Eash, “An efficient, 

highly homogeneous radiofrequency coil for whole-body NMR imaging at 1.5 T,” J. 
Magn. Reson., vol. 63, no. 3, pp. 622–628, Jul. 1985. 

[75] E. K. Insko and L. Bolinger, “Mapping of the Radiofrequency Field,” J. Magn. Reson. Ser. 
A, vol. 103, no. 1, pp. 82–85, Jun. 1993. 

[76] A. N. Nnewihe et al., “Custom-fitted 16-channel bilateral breast coil for bidirectional 
parallel imaging,” Magn. Reson. Med., vol. 66, no. 1, pp. 281–289, Jul. 2011. 

[77] K. A. Asher, N. K. Bangerter, R. D. Watkins, and G. E. Gold, “Radiofrequency coils for 
musculoskeletal magnetic resonance imaging.,” Top. Magn. Reson. Imaging, vol. 21, no. 
5, pp. 315–23, Oct. 2010. 

[78] C.-N. Chen and D. I. Hoult, “QUADRATURE DETECTION COILS-A FURTHER 
[square root]2 IMPROVEM...#: Journal of Computer Assisted Tomography,” J. Magn. 
Reson., vol. 54, pp. 324–327, 1983. 

[79] R. M. Lebel and U. of Alberta. Department of Biomedical Engineering, Advances in 
Magnetic Resonance Imaging of the Human Brain at 4.7 Tesla. University of Alberta, 



! GB!

2010. 
[80] L. I. Sacolick, F. Wiesinger, I. Hancu, and M. W. Vogel, “B1 mapping by Bloch-Siegert 

shift,” Magn. Reson. Med., vol. 63, no. 5, pp. 1315–1322, May 2010. 
[81] Y. Zhu, “Parallel excitation with an array of transmit coils,” Magn. Reson. Med., vol. 51, 

no. 4, pp. 775–784, Apr. 2004. 
[82] J. M. Alústiza et al., “MR Quantification of Hepatic Iron Concentration,” Radiology, vol. 

230, no. 2, pp. 479–484, Feb. 2004. 
[83] N. R. Ghugre, T. D. Coates, M. D. Nelson, and J. C. Wood, “Mechanisms of tissue-iron 

relaxivity: Nuclear magnetic resonance studies of human liver biopsy specimens,” Magn. 
Reson. Med., vol. 54, no. 5, pp. 1185–1193, Nov. 2005. 

[84] S. Giri et al., “T2 quantification for improved detection of myocardial edema,” J. 
Cardiovasc. Magn. Reson., vol. 11, no. 1, p. 56, Dec. 2009. 

[85] D. Verhaert et al., “Direct T2 Quantification of Myocardial Edema in Acute Ischemic 
Injury,” JACC Cardiovasc. Imaging, vol. 4, no. 3, pp. 269–278, Mar. 2011. 

[86] A. L. MacKay et al., “MR Relaxation in Multiple Sclerosis,” Neuroimaging Clin. N. Am., 
vol. 19, no. 1, pp. 1–26, Feb. 2009. 

[87] K. P. Whittall, A. L. MacKay, D. A. Graeb, R. A. Nugent, D. K. Li, and D. W. Paty, “In 
vivo measurement of T2 distributions and water contents in normal human brain.,” Magn. 
Reson. Med., vol. 37, no. 1, pp. 34–43, Jan. 1997. 

[88] J. F. Schenck and E. A. Zimmerman, “High-field magnetic resonance imaging of brain 
iron: birth of a biomarker?,” NMR Biomed., vol. 17, no. 7, pp. 433–445, Nov. 2004. 

[89] A. J. Walsh et al., “Multiple Sclerosis: Validation of MR Imaging for Quantification and 
Detection of Iron,” Radiology, vol. 267, no. 2, pp. 531–542, May 2013. 

[90] K. Li et al., “Multi-parametric MRI characterization of healthy human thigh muscles at 3.0 
T - relaxation, magnetization transfer, fat/water, and diffusion tensor imaging,” NMR 
Biomed., vol. 27, no. 9, pp. 1070–1084, Sep. 2014. 

[91] R. J. Willcocks et al., “Multicenter prospective longitudinal study of magnetic resonance 
biomarkers in a large duchenne muscular dystrophy cohort,” Ann. Neurol., vol. 79, no. 4, 
pp. 535–547, Apr. 2016. 

[92] T. C. Dunn, Y. Lu, H. Jin, M. D. Ries, and S. Majumdar, “T2 relaxation time of cartilage 
at MR imaging: comparison with severity of knee osteoarthritis.,” Radiology, vol. 232, no. 
2, pp. 592–8, Aug. 2004. 

[93] S. J. Matzat, J. van Tiel, G. E. Gold, and E. H. G. Oei, “Quantitative MRI techniques of 
cartilage composition.,” Quant. Imaging Med. Surg., vol. 3, no. 3, pp. 162–74, Jun. 2013. 

[94] A. Amirabadi et al., “USPIO-related T1 and T2 mapping MRI of cartilage in a rabbit 
model of blood-induced arthritis: a pilot study,” Haemophilia, vol. 21, no. 1, pp. e59–e69, 
Jan. 2015. 

[95] K. C. McPhee and A. H. Wilman, “Transverse relaxation and flip angle mapping: 
Evaluation of simultaneous and independent methods using multiple spin echoes,” Magn. 
Reson. Med., vol. 77, no. 5, pp. 2057–2065, Jul. 2016. 

[96] D. Milford, N. Rosbach, M. Bendszus, and S. Heiland, “Mono-Exponential Fitting in T2-
Relaxometry: Relevance of Offset and First Echo.,” PLoS One, vol. 10, no. 12, 2015. 

[97] H. E. Smith et al., “Spatial variation in cartilage T2 of the knee,” J. Magn. Reson. 
Imaging, vol. 14, no. 1, pp. 50–55, Jul. 2001. 

[98] C. S. Poon and R. M. Henkelman, “Practical T2 quantitation for clinical applications,” J. 
Magn. Reson. Imaging, vol. 2, no. 5, pp. 541–553, Sep. 1992. 

[99] M. D. Does and R. E. Snyder, “Multiecho Imaging with Suboptimal Spoiler Gradients,” J. 



! 5M!

Magn. Reson., vol. 131, no. 1, pp. 25–31, Mar. 1998. 
[100] M. A. Cooper, T. D. Nguyen, P. Spincemaille, M. R. Prince, J. W. Weinsaft, and Y. Wang, 

“Flip angle profile correction for T# and T$ quantification with look-locker inversion 
recovery 2D steady-state free precession imaging.,” Magn. Reson. Med., vol. 68, no. 5, pp. 
1579–85, Nov. 2012. 

[101] S. C. L. Deoni, T. M. Peters, and B. K. Rutt, “High-resolutionT1 andT2 mapping of the 
brain in a clinically acceptable time with DESPOT1 and DESPOT2,” Magn. Reson. Med., 
vol. 53, no. 1, pp. 237–241, Jan. 2005. 

[102] C. Huang, A. Bilgin, T. Barr, and M. I. Altbach, “T2 relaxometry with indirect echo 
compensation from highly undersampled data.,” Magn. Reson. Med., vol. 70, no. 4, pp. 
1026–37, Oct. 2013. 

[103] S. C. L. Deoni, S. C. R. Williams, P. Jezzard, J. Suckling, D. G. M. Murphy, and D. K. 
Jones, “Standardized structural magnetic resonance imaging in multicentre studies using 
quantitative T1 and T2 imaging at 1.5 T,” Neuroimage, vol. 40, no. 2, pp. 662–671, Apr. 
2008. 

[104] D. B. Hibbert and J. J. Gooding, Data Analysis for Chemistry: An Introductory Guide for 
Students and Laboratory Scientists. Oxford University Press, 2005. 

[105] J. Mandel, The Statistical Analysis of Experimental Data. Dover Publications, 2012. 
[106] D. I. Hoult and D. Phil, “Sensitivity and power deposition in a high-field imaging 

experiment.,” J. Magn. Reson. Imaging, vol. 12, no. 1, pp. 46–67, Jul. 2000. 
[107] G. J. M. Parker, G. J. Barker, and P. S. Tofts, “Accurate multislice gradient echo T1 

measurement in the presence of non-ideal RF pulse shape and RF field nonuniformity,” 
Magn. Reson. Med., vol. 45, no. 5, pp. 838–845, May 2001. 

[108] C. Jones, Q. Xiang, K. Whittall, and A. Mackay, “Calculating T2 and B1 from Decay 
Curves Collected with non-180 degree Refocusing Pulses,” Proc. Int. Soc. Magn. Reson. 
Med., p. 1018, 2003. 

[109] T. Prasloski, B. Mädler, Q.-S. Xiang, A. MacKay, and C. Jones, “Applications of 
stimulated echo correction to multicomponent T2 analysis,” Magn. Reson. Med., vol. 67, 
no. 6, pp. 1803–1814, Jun. 2012. 

[110] M. N. Uddin, R. Marc Lebel, and A. H. Wilman, “Transverse relaxometry with reduced 
echo train lengths via stimulated echo compensation,” Magn. Reson. Med., vol. 70, no. 5, 
pp. 1340–1346, Nov. 2013. 

[111] R. Basiri, M. Lebel, and P. Federico, “Transverse Relaxometry with B1+ Constrained 
Stimulated Echo Correction,” in Proceedings of the 24th Annual Meeting of ISMRM, 2016, 
p. 1529. 

[112] C. H. Cunningham, J. M. Pauly, and K. S. Nayak, “Saturated double-angle method for 
rapidB1+ mapping,” Magn. Reson. Med., vol. 55, no. 6, pp. 1326–1333, Jun. 2006. 

[113] D. Kumar, S. Siemonsen, C. Heesen, J. Fiehler, and J. Sedlacik, “Noise robust spatially 
regularized myelin water fraction mapping with the intrinsic B1-error correction based on 
the linearized version of the extended phase graph model,” J. Magn. Reson. Imaging, vol. 
43, no. 4, pp. 800–817, Apr. 2016. 

[114] D. Hwang and Y. P. Du, “Improved myelin water quantification using spatially regularized 
non-negative least squares algorithm,” J. Magn. Reson. Imaging, vol. 30, no. 1, pp. 203–
208, Jul. 2009. 

[115] A. Raj, S. Pandya, X. Shen, E. LoCastro, T. D. Nguyen, and S. A. Gauthier, “Multi-
compartment T2 relaxometry using a spatially constrained multi-Gaussian model,” PLoS 
One, vol. 9, no. 6, 2014. 



! 5$!

[116] S. Saekho, F. E. Boada, D. C. Noll, and V. A. Stenger, “Small tip angle three-dimensional 
tailored radiofrequency slab-select pulse for reduced B1 inhomogeneity at 3 T,” Magn. 
Reson. Med., vol. 53, no. 2, pp. 479–484, Feb. 2005. 

[117] M. Alecci, C. M. Collins, M. B. Smith, and P. Jezzard, “Radio frequency magnetic field 
mapping of a 3 Tesla birdcage coil: Experimental and theoretical dependence on sample 
properties,” Magn. Reson. Med., vol. 46, no. 2, pp. 379–385, 2001. 

[118] J. Wang, W. Mao, M. Qiu, M. B. Smith, and R. T. Constable, “Factors influencing flip 
angle mapping in MRI: RF pulse shape, slice-select gradients, off-resonance excitation, 
and B0 inhomogeneities,” Magn. Reson. Med., vol. 56, no. 2, pp. 463–468, Aug. 2006. 

[119] M. Alecci ’, C. M. Collins ’, M. B. Smith ’, and P. Jezzard, “BI Field Plots for a 3 Tesla 
Birdcage Coil: Concordance of Experimental and Theoretical Results,” in Proceedings of 
the 8th Annual Meeting of ISMRM, 2000, p. 1391. 

[120] C. K. Jones, K. P. Whittall, and A. L. MacKay, “Robust myelin water quantification: 
Averaging vs. spatial filtering,” Magn. Reson. Med., vol. 50, no. 1, pp. 206–209, Jul. 2003. 

[121] K. P. Whittall, A. L. MacKay, and D. K. B. Li, “Are mono-exponential fits to a few echoes 
sufficient to determine T2 relaxation for in vivo human brain?,” Magn. Reson. Med., vol. 
41, no. 6, pp. 1255–1257, Jun. 1999. 

[122] S. C. L. Deoni, “Quantitative relaxometry of the brain.,” Top. Magn. Reson. Imaging, vol. 
21, no. 2, pp. 101–13, Apr. 2010. 

[123] C. E. Stafstrom, “Epilepsy: a review of selected clinical syndromes and advances in basic 
science.,” J. Cereb. Blood Flow Metab., vol. 26, no. 8, pp. 983–1004, Aug. 2006. 

[124] W. Van Paesschen, A. Connelly, M. D. King, G. D. Jackson, and J. S. Duncan, “The 
spectrum of hippocampal sclerosis: a quantitative magnetic resonance imaging study.,” 
Ann. Neurol., vol. 41, no. 1, pp. 41–51, Jan. 1997. 

[125] J. F. Téllez-Zenteno, R. Dhar, and S. Wiebe, “Long-term seizure outcomes following 
epilepsy surgery: a systematic review and meta-analysis.,” Brain, vol. 128, no. Pt 5, pp. 
1188–98, May 2005. 

[126] S. Wiebe, W. T. Blume, J. P. Girvin, M. Eliasziw, and Effectiveness and Efficiency of 
Surgery for Temporal Lobe Epilepsy Study Group, “A randomized, controlled trial of 
surgery for temporal-lobe epilepsy.,” N. Engl. J. Med., vol. 345, no. 5, pp. 311–8, Aug. 
2001. 

[127] J. Schramm, “Temporal lobe epilepsy surgery and the quest for optimal extent of 
resection: a review.,” Epilepsia, vol. 49, no. 8, pp. 1296–307, Aug. 2008. 

[128] F. Cendes, “Neuroimaging in investigation of patients with epilepsy.,” Continuum 
(Minneap. Minn)., vol. 19, no. 3 Epilepsy, pp. 623–42, Jun. 2013. 

[129] R. Kälviäinen, T. Salmenperä, K. Partanen, Pauli Vainio, P. Riekkinen Sr, and A. 
Pitkänen, “MRI volumetry and T2 relaxometry of the amygdala in newly diagnosed and 
chronic temporal lobe epilepsy,” Epilepsy Res., vol. 28, no. 1, pp. 39–50, 1997. 

[130] T. N. Townsend, N. Bernasconi, G. B. Pike, and A. Bernasconi, “Quantitative analysis of 
temporal lobe white matter T2 relaxation time in temporal lobe epilepsy,” Neuroimage, 
vol. 23, no. 1, pp. 318–324, 2004. 

[131] P. Coupé, J. V Manjón, E. Gedamu, D. Arnold, M. Robles, and D. L. Collins, “Robust 
Rician noise estimation for MR images.,” Med. Image Anal., vol. 14, no. 4, pp. 483–93, 
Aug. 2010. 

[132] R. D. Nowak, “Wavelet-based Rician noise removal for magnetic resonance imaging.,” 
IEEE Trans. Image Process., vol. 8, no. 10, pp. 1408–19, Jan. 1999. 

[133] H. Gudbjartsson and S. Patz, “The Rician distribution of noisy MRI data.,” Magn. Reson. 



! 56!

Med., vol. 34, no. 6, pp. 910–4, Dec. 1995. 
 


