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Abstract

We present the �rst comparison between the Herschel Infrared Galactic plane survey (Hi-GAL) at 500�m

and the James Clerk Maxwell Telescope (JCMT) Plane Survey (JPS) using SCUBA-2 at 450�m. The JCMT

data were taken as a part of a follow up project for the JPS - circular regions with a radius of � 0.8� at

‘ = 10� & ‘ = 30�. Given the higher resolution of the JPS 450�m observations we were able to determine

the number of clumps identi�ed in the Hi-GAL 500�m data (PLW), that are actually composed of multiple,

smaller clumps (i.e. the fragmentation). At ‘ = 10�, we �nd that 35% of the PLW clumps fragment into

smaller pieces and at ‘ = 30� this multiplicity number is 23%. While there is no apparent correlation with

the radius or mass of the PLW clumps, there are weak trends with �ux and density. PLW clumps with

densities greater than 104 cm�3 seem to always fragment into smaller clumps, and PLW clumps with inte-

grated �ux greater than 50 Jy, have a 50% chance of fragmenting (and all PLW clumps with an integrated

�ux of > 200 Jy fragment). Pixel-by-pixel and clump-by-clump comparisons between the PLW 500�m

and JPS 450�m datasets reveal good agreement in the �ux levels for compact bright regions suggesting

that the JPS calibration at 450�m is good. The amount of missing �ux in the JPS 450�m data at di�er-

ent spatial scales is investigated quantitatively via a power spectrum analysis and suggests that observations

with SCUBA-2 are, in general, able to fully recover the �ux for structures with sizes smaller than � 1 arcmin.

Moreover, we present the results of our SED �tting to the combined datasets by extracting the clumps

from �ve Hi-GAL bands, two JPS bands, and counterpart data at �20�m. We determine the current

physical conditions (i.e. temperature, luminosity, mass, density, etc.) of the star forming clumps in these

Galactic coordinates. Our work identi�es that 30 of these clumps had a Class 0 characteristics and 52 of

them are compatible with Class I or II stars. We investigate how SFE calculated for the monolithic Hi-GAL

clumps changes when the multiplicity fraction is incorporated. The average SFE is observed to increase from

8% to 13% once the clump multiplicity was taken into account. Our simulations suggest that the low SFE

in the most massive clumps is most likely due to the formation of massive stars. We then determine the

SFE and investigate di�erences/similarities in these two galactic longitudes. The average SFE at ‘ = 10� is

16% while at ‘ = 30� the average SFE is 9%. We propose that the turbulence at ‘ = 30� is supporting this

region against gravitational collapse, which potentially results in formation of more massive cores/stars and

therefore lower SFE.
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Chapter 1

Introduction

�Hier ist wahrhaftig ein Loch im Himmel!� or �Here is truly a hole in the heavens!�

- William Herschel, 1784

The last few decades may be referred to as a �ourishing era of radio astronomy. This is mainly due

to the creation of next-generation radio telescopes and instruments which have allowed large-scale surveys

with high angular resolution. Observations from these new facilities - single dish ground and space-based

telescopes, as well as interferometer arrays, have provided a wealth of data used to address a variety of

astronomical questions. The �eld of star formation is no exception, and has also bene�ted dramatically from

these modern, wide-�eld, and high resolution radio wavelength surveys.

Given the large distances to astronomical objects, high angular resolution is required to avoid confusion

with nearby objects. Angular resolution is de�ned by the Rayleigh criterion:

� = 1:22
�
D

[rad] (1.1)

where � is the wavelength of the radiation, D is the diameter of the primary aperture of the telescope (i.e.

the lens of a refracting telescope, the mirror of a re�ecting telescope or, in radio astronomy, the dish), and �

is the angular resolution in radians. Angular resolution is the ability of a telescope to clearly see points that

are separated by small angular distances. In other words, the ability to discern �ne (small) details. In radio

astronomy, the telescope angular resolution is often also called the �beamsize�.
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Given the long timescales involved in the process of star formation (i.e. �few�105�few�107 years) one

also requires large-scale (i.e. Galaxy wide) surveys, to obtain a statistically relevant sample of enough star

forming regions at enough di�erent evolutionary stages. Thus, large surveys are required in order to piece

together a comprehensive model of how star formation progresses - from the initial fragmentation and col-

lapse of an interstellar cloud of gas and dust, to the creation of a stable planetary system.

One of the (many) unresolved questions in the �eld of star formation is how e�ciently an interstellar

cloud turns its mass of gas and dust into stars - called the �star formation e�ciency� (SFE). The SFE is

directly, and broadly, related to the mechanism of how interstellar matter turns into stars and how e�cient

this process is, regardless of the actual details involved in the process. A low SFE suggests that there are

processes that resist and regulate star formation, whereas a high SFE suggests that gravity dominates.

Using large-scale, high angular resolution surveys to examine the SFE in a variety of di�erent regions

distributed throughout the Galaxy, therefore, provides insight into how star formation may be a�ected by

environment. It also allows us to address some very speci�c questions such as: Is the SFE constant in the

Galaxy or does it change from region to region? Is it a�ected by Galactocentric distance? By magnetic

�eld? By metallicity? By the presence or absence of an external radiation �eld? Does the SFE change with

the mass of the cluster being produced (i.e. do stellar clusters which forms massive stars have a higher or

lower SFE)?

The main goals of this thesis are to study the star formation activity and, speci�cally, the SFE in two

di�erent regions of the Galaxy: one at Galactic longitude (‘) = 10� and the other at ‘ = 30�. Using data

from a number of di�erent submillimeter-radio, Far-Infrared, and Mid-Infrared telescopes, we will calculate

the SFE in these two Galactic regions and study the e�ect that the environment may have. We will also

use complementary datasets, at two di�erent angular resolutions, to determine how important telescope

resolution is for the calculation of star formation activity. However, to place this work in context, it is �rst

necessary to provide an historical and scienti�c background for the �eld of star formation research.

1.1 The Interstellar Medium & Molecular Clouds

In 1784 William Herschel pointed his telescope toward the constellation Scorpius and viewed a dark patch

of the sky in Ophiuchus (Houghton, 1942) �Hier ist wahrhaftig ein Loch im Himmel!� or �Here is truly a
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Figure 1.1: Barnard 68 is a dark molecular cloud situated at a distance of about 160 pc from the Sun towards
the southern constellation Ophiuchus. This image shows B68 imaged in six di�erent wavelengths, clockwise
from the blue to the near-infrared spectral region. Three of these frames (�blue� B-band at wavelength
0.44�m; �green-yellow� V-band at 0.55�m; near-infrared I-band at 0.90�m) were obtained with the FORS1
instrument at the VLT ANTU telescope and three with SOFI at the NTT through near-infrared �lters (J-
band at 1.25�m; H-band at 1.65�m; Ks-band at 2.16�m). It is evident that the obscuration caused by the
cloud diminishes dramatically with increasing wavelength. Since the outer regions of the cloud are less dense
than the inner ones, the apparent size of the cloud also decreases, as more background stars shine through
the outer parts. Each frame covers an area of 4.9�4.9 arcmin2. North is up and East is left. credit: ESO
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hole in the heavens!�, William Herschel exclaimed. He reported his discovery the following year (Herschel,

1785). In 1919, Edward Emerson Barnard, motivated by Herschel’s discovery, published the �rst modern

and systematic photographic survey of the �Dark Markings of the Sky� (Barnard, 1919). Barnard’s images

provided increasing evidence that many of these dark areas were blocking the visible1 starlight from distant

stars, similar to the way that clouds in the sky block sunlight.

Figure 1.1 displays an image of Barnard 68, a dark absorption nebula. The presence of stars behind the

nebula is revealed by observations at longer wavelengths. Historically, the absence of stars in dark patches

of the Milky Way revealed the existence of the interstellar medium (ISM). The distance between the stars,

which was once assumed to be void, is now known to be �lled with interstellar matter. Figure 1.2 shows a

visible image of the Orion constellation (left) and a mid to far infrared image of the same region (right). At

these longer infrared wavelengths the presence of interstellar matter in between stars is revealed via emission

rather than absorption.

The ISM pervades the Milky Way, and it appears in a variety of phases (e.g. gaseous, molecular, atomic,

ionic, solid dust particles). Generally speaking, the ISM is assumed to exist in four phases: the Cold Neutral

Medium (CNM; T< 300K, n=103�106 cm�3 - where n is the �number density� i.e. the number of gas parti-

cles per cubic centimeter), the Warm Neutral Medium (WNM) and Warm Ionized Medium (WIM; T� 104 K,

n=0.1�10 cm�3; Goldsmith et al., 1969), and the Hot Ionized Medium (HIM; T=106 K, n=0.003 cm�3;

McKee & Ostriker, 1977). Most of the volume of space is occupied by the hot ionized component while most

of the mass is concentrated in the CNM, which accounts for less than 10% of the ISM volume (FerriŁre, 2001).

In 1970, the discovery of molecules in space further revealed that dark clouds also contain signi�cant

amounts of molecular material (Wilson et al., 1970), thus, they are also referred to as �Molecular Clouds�.

Molecular Clouds are assumed to be the coldest and densest regions of the CNM, in which the hydrogen

is primarily molecular in form. They have typical sizes of 2�15 pc (parsec where 1 pc = 3.26 light years)

in diameter, masses of � 103�104M�, densities of � 50�500 cm�3, and temperatures of � 10K (Bergin &

Tafalla, 2007). Though small (by astronomical standards), molecular clouds are important since they are

the sites of past, current, and future star and planet formation.

The name �molecular� cloud represents the change of the chemical composition of the ISM from the ionic
1In astronomy, the term �visible light� refers to radiation in the V-band at wavelengths of � 550 nm i.e. light that is

detectable, or visible, by the human eye.
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Figure 1.2: The Orion constellation as seen in visible (left) and infrared (right) wavelengths. The infrared
image is a composite of IRAS data at 12, 60, and 100�m. The Infrared observations reveal the presence of
emission from dust in the ISM. credit: Akira Fujii/NASA

and atomic state to a molecular one. However, the term molecular cloud and dark cloud are often used

interchangeably, which refers to two main characteristic of these clouds: their molecular composition and

the fact that the clouds appear opaque at visible wavelengths. Therefore, molecular clouds and Herschel’s

and Barnard’s dark clouds are one and the same entity. Their gas content is primarily molecular but they

appear dark (at visible wavelengths) due to the presence of the dust grains within them, which absorb and

scatter the visible starlight and re-emit at mid to far infrared wavelengths.

The most abundant molecule in a molecular cloud is H2. Ironically, however, the spectrum of H2 is not

a good tracer of this molecular gas. While it is usually stated that the H2 is not a good tracer of interstellar

molecular clouds due to the lack of a dipole moment, instead, the small moment of inertia of the molecule is

the primary issue. A small moment of inertia (60.853 cm�1)2 results in high energy rotational levels which

require high temperatures (> 87K) to excite H2 molecules to these states. Molecular clouds, however, are

characterized by low temperatures (� 10 � 20K). As a result, H2 molecules cannot be excited throughout

the bulk of the gas in dark molecular clouds. Moreover, even if these states can be excited, the lack of the

dipole moment means that the only rotational transition will be weak quadrapole transitions. Therefore,

they are usually traced by either dust or lower rotational transitions of the Carbon Monoxide (CO) molecule
2https://webbook.nist.gov
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(which have excitation energies/temperatures of a few K).

1.2 The Hierarchal Structure of Molecular Clouds and

the Formation of Star Forming �Clumps�

Stars are constantly being formed in galaxies via gravitational condensation of the ISM (Goldreich & Kwan,

1974). Studying the physical conditions of dark molecular clouds, such as temperature, density, size, mass,

etc., therefore, provides us the basic information to understand how the clouds themselves form, how they

evolve, and where and how star forming structures form within them.

Observations reveal that molecular clouds come in a variety of sizes. Bergin & Tafalla (2007) list a size

range for which an observed molecular nebula is generally referred to as a dark molecular cloud. These

values, as well as other properties of the molecular clouds (i.e. mass, temperature, density, & size) are also

reported in the left column of Table 1.1.

Table 1.1: Properties of clouds, clumps, and cores.

Clouds� Clumps�� Cores���
Mass (M�) 103�104 50�500 0.5�5
Size (pc) 2�15 0.3�3 0.03�0.2

Density (cm�3) 50�500 103�104 104�105

Temperature (K) � 10 10�20 8�12
� CambrØsy (1999)
�� Loren (1989), and Williams et al. (1994)
��� Jijina et al. (1999), Caselli et al. (2002), and Motte et
al. (1998)

In general, dark molecular clouds have highly irregular edges, and their overall appearance can take

a variety of shapes from roundish to highly �lamentary. The presence of long, well-de�ned �laments was

emphasized over a century ago by Barnard (1907). However, recent observations with the Herschel Space

Observatory (HSO) have shown that the dominant form of structure in the dark/molecular ISM is �lamen-

tary (AndrØ et al., 2010). These structures are observed in atomic and molecular gas, as well as dust. The

�laments, at some point, become unstable to perturbations (turbulent/gravitational/magnetic etc.), which

lead to formation of higher density subunits spaced along the �lament’s axis. These regions are referred to as

�clumps� and de�ned as coherent regions in position-velocity space that may, themselves, contain signi�cant

substructure (Williams et al., 2000). The presence of clumps within dark molecular clouds/�laments have
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Figure 1.3: Simulation of star formation by Bate et al. (2002). The �gure on the left shows a simulated
molecular cloud at time = 0 with an initial mass of 50M� and typical interstellar turbulence. As the dark
molecular cloud evolves in time, gravity and turbulence forms �lamentary structures (middle image). The
�laments form clumps (denser subunits) within it. The clumps form dense cores and stars. credit: Bate et
al. 2002.

been supported observationally and numerically (AndrØ et al., 2010; Arzoumanian et al., 2011). Table 1.1,

lists the typical clump parameters (i.e. mass, size, density, temperature).

Clumps are the hosts for young stellar clusters (e.g. Bergin & Tafalla, 2007). Thus, studying these clumps

is the key to understanding the formation of stars and stellar clusters. In order to avoid human biases, and

because of the large size of modern astronomical datasets, clumps are usually identi�ed using a variety of

automatic clump-�nding algorithms (e.g. Berry, 2015; Molinari et al., 2011). Due to the di�erences and

intrinsic properties of the observational data, di�erent algorithms follow di�erent approaches to identify and

characterize clumps. For this thesis we explicitly explain and justify our choice of algorithms in Chapter 2.

The clumps themselves also become gravitationally unstable and form smaller sub-units referred to as

�dense cores�. It is these cores within the clumps that are the birthplaces of individual or binary stars (e.g.,

McKee & Ostriker, 2007). Table 1.1 lists the typical properties (i.e. mass, temperature, density, & size) of

dark molecular clouds, clumps, and cores, discussed in this section. Note that the listed temperatures are

for �pre-stellar� cores (i.e. cores that may be gravitationally bound but have not yet begun to collapse and

form an embedded protostar). Once embedded stars begin to form, the temperature increases.

Figure 1.3 shows snapshots from a simulation performed by Bate et al. (2002)3 which graphically sum-
3www.astro.ex.ac.uk/people/mbate/Cluster/index.html
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marizes this hierarchical structure. The simulation begins with a 50M� homogeneous molecular cloud with

turbulent gas motions (left) and, as the cloud evolves in time, turbulence and gravity produce �lamentary

structures (middle). Higher density clumps are formed within the �laments, and each of these clumps is a

host to dense cores which form stars.

Although gravitational collapse explains, in the most basic sense, how stars are formed, the details of the

process of star formation are still uncertain and depend critically on the physical conditions in the clumps,

and cores. Therefore, determining the detailed physical conditions in these denser regions can provide us

the key to understanding the mass of the resulting star, the mass that winds up in a disk around the star,

why in some regions only a few lightly clustered stars form and in other places a tight grouping of stars form

instead (van Dishoeck & Blake, 1998), the e�ciency of the star formation process (i.e. what fraction of the

initial gas ends up in stars), and whether this e�ciency changes with position in the Galaxy or surrounding

environmental conditions.

Determining this star formation e�ciency (SFE) in di�erent regions/environments in the Galaxy is one

of the main goals of this thesis. As the previous discussion illustrates, dark molecular clouds are generally

assumed to show a hierarchical structure, with smaller subunits appearing within large ones when observed

with increasing spatial resolution. Thus, the spatial resolution of the data is of paramount importance, since

any extracted physical properties of the region will be tied to the observations.

1.3 Low Mass Star Formation

In this section we provide a basic overview of the low-mass star formation process and timeline. Low mass

stars are de�ned as those with a �nal stellar mass of less than a few solar masses (<8M�). A simpli�ed,

cartoon version of the star formation process is presented in �gure 1.4 and brie�y described below. The

�Classes� refer to the main, observationally de�ned, stages of evolution into which low-mass star formation

has been categorized.

� a. Dark Cloud: Inside the dark molecular cloud a few denser regions are formed. These dense regions

are de�ned as clumps.
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Figure 1.4: Evolution of a young low mass star as described in the text. credit: I- SkyCenter/University of
Arizona, III & IV- NASA/JPL-Caltech/R. Hurt, V- ALMA/ESO/NAOJ/NRAO, VI- NASA/T. Pyle - All
images are modi�ed from the originals.

� b. Class -1 - Initial Gravitational Collapse: Clumps become unstable, and form even denser

regions within them (the dense cores) which begin to collapse under the force of gravity. This is

de�ned as time = 0 in models of star formation. This phase of protostellar evolution is also known as

the Class -1 or �pre-protostellar� stage - a dense core that has just begun to collapse but prior to the

actual formation of a protostar.

� c. Class 0 & I - Embedded Protostar with Disk: Gravitational collapse converts potential

energy into kinetic energy, which causes the core to heat up. About 104�105 years after the start

of collapse the core’s density becomes so high that the radiation from the central core can no longer

escape into the space. At this stage, the protostar radiates primarily at infrared (IR) wavelengths.

While dust and gas collapse toward the center, angular momentum causes the surrounding material

to form an accretion disk. Excess angular momentum dissipates via an out�ow. The Class 0 stage

of star formation is characterized by a collapsing dense core with a deeply embedded and very young

protostar, and a highly collimated out�ow. In the Class I stage the protostar is still embedded within

the extended envelope of material from which it is still accreting mass - but the accretion process has

slowed. The out�ow has a much wider opening angle than in the Class 0 stage, as the out�ow begins
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to dissipate the envelope.

� d. Class II - T-Tauri Star: At this stage most of the surrounding envelope gas has accreted onto

the disk, and the central star is almost at its �nal mass. This stage is known as Class II where the

surrounding envelope of gas is mostly dissipated and the newly born star, the accretion disk, and the

out�ow are responsible for the emission.

� e. Class III - Pre-Main Sequence Star: At the age of 106�107 yr the young star reaches the

hydrogen fusion phase. Planets are being formed within the surrounding �debris� disk of dust and gas.

This is known as the Class-III stage.

� f. Young Stellar System: At this stage the accretion disk has been evaporated with some converted

into planetary mass, and the young main sequence star is surrounded by a planetary system.

Stars, protostars, and the dense cores forming them are su�ciently dense that they can be considered to

be Black-bodies. In other words they should radiate according to the Planck function:

B� =
2hc2

�5
1

ehc=�kT � 1
[WSr�1 m�3] (1.2)

The situation, however, is more complex. First, since interstellar dust is not a perfect black body one has

to use a modi�ed Planck function to describe the radiation it emits. This is often referred to as �gray-body�

emission and is described more fully in Section 1.5.1. Secondly, as the star forming regions evolve through

the various Classes, the characteristics of their emission will change, primarily due to changes in the tem-

perature and the fact that the observed emission will be a combination of the embedded protostar, the disk,

and the surrounding dense core envelope. Thus, the radiation intensity as a function of wavelength is no

longer described by a simple Planck function but by a complicated combination of gray-bodies. A plot of

radiative �ux (F�) versus the wavelength (�) is called the Spectral Energy Distribution (SED).

Figure 1.5 illustrates how the SED of a star forming region changes with evolutionary stage. In the Class

-1 and 0 stage, the protostar is so deeply embedded (or has not formed) that the SED is described by a

single gray-body at the temperature of the dense core. In the Class I stage, the inner part of the dense core

is heated by the embedded protostar and so the gray-body of the dense core component shifts to shorter

wavelengths (i.e. according to Wien’s law). In addition, the SED contains a component from the outer,

cooler portion of the dense core (the envelope), and also begins to reveal the presence of the circumstellar

disk. This shows up as an �IR excess� in the top right panel of Figure 1.5. In the Class II phase, the protostar

and circumstellar disk are unveiled and so the SED contains a gray-body component at the temperature
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Figure 1.5: General shape of the Spectral Energy Distributions (SED) of the di�erent protostellar stages
as described in various studies in the literature, e.g. Lada (1987), Andre et al. (1993) and others. credit:
Persson, Magnus Vilhelm (2014): SEDs of the di�erent protostellar evolutionary stages. https://doi.org/
10.6084/m9.figshare.1121574.v2

of the protostellar photosphere and emission from the disk. Since the inner parts of the disk (closer to the

protostar) are warmer than the outer parts, the emission from the disk is a superposition of a large number

of gray-bodies at di�erent temperatures (i.e. radial distances). In the Class III stage, one primarily sees the

gray-body of the protostar with, perhaps, a residual component from the planet forming debris disk.

As a result of changes in the SED, the evolutionary stages of star forming region can be classi�ed based

on the slope of their spectral energy distribution in the mid-infrared, using a spectral index � (Lada, 1987;

Andre et al., 1993):

� =
d log(�F�)
d log(�)

(1.3)

Here � is wavelength, and F� is �ux density. The � is calculated in the wavelength interval of 2�20�m (near

and mid-infrared region).

� Class 0 sources � undetectable at � < 20 �m

� Class I sources have � > 0.3

� Flat spectrum sources have -0.3 < � < 0.3
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� Class II sources have -1.6 < � < -0.3

� Class III sources have � < -1.6

Examining the SED of a star forming region, however, is more than just a tool to characterize its evolu-

tionary stage. Detailed �ts of observed SEDs to theoretical models that incorporate di�erent dust properties

and components (e.g. protostars, cores, envelopes, disks) can provide estimates of the physical properties of

the star forming regions - like mass, temperature, and luminosity. These properties are crucial to investigating

the Star Formation E�ciency. Our SED �tting method and results will be described in detail in Section 3.4.3.

While the formation of low-mass stars is a fairly well-studied topic, the formation of massive stars is

still a poorly understood phenomenon (Motte et al., 2017). In the next section we summarize our current

understanding of the massive star formation process.

1.4 High-Mass Star Formation (HMSF)

High mass stars, also called OB stars, are de�ned as stars with masses greater than 8M� up to possibly

150M�. These stars have luminosities larger than 103L�, and spectral types of B3 or earlier in the standard

(Harvard) stellar classi�cation system (Martins et al., 2008). From their birth to death (few million years),

high mass stars play a major role in the energy budget of galaxies via their radiation, wind, and supernova

events, as well as being the birthplace of the heavy elements in the Universe. However, the formation of

massive stars is much more complicated than that of low mass stars.

The � 8M� threshold is important since a star of this mass has already begun hydrogen burning before

the accretion stage has �nished. How the accretion even occurs is uncertain since, at this mass, stars can

produce an isotropic luminosity of greater than a few 103 L� which, theoretically, creates a radiation pressure

barrier halting further accretion (Wol�re & Cassinelli, 1987). In addition, for these high mass stars, the peak

of black-body radiation is shifted into the ultraviolet (UV) regime so photons are energetic enough to ionize

the surrounded ISM (forming an HII region) (Palla & Stahler, 1993; Cesaroni, 2005) and so the accretion

process must somehow involve ionized gas as well. As a result, the formation of high mass stars is more

poorly understood than the formation of their low mass counterparts.

Studying HMSF becomes even more challenging once we realize that only 1% of stars have masses greater
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than 8M�. Thus, high mass stars are rare and, therefore, tend to be much further from the Sun than low

mass stars. For example, the nearest high mass star forming region to Earth is in Orion at a distance of

450 pc (e.g. Tahani et al., 2016), whereas there are thousands of low mass stars nearer Earth than this (the

nearest being only � 1 pc away). The problem is compounded by the fact that their formation time scale is

shorter than that of a low mass star by at least a factor of 10.

Thus, massive stars are not only statistically rare but, given their short lifetime (few million years), it is

hard to �nd them in their earliest evolutionary stages (Zinnecker & Yorke, 2007). As a result, we do not yet

have statistically relevant samples with which to provide insight into the numbers, locations, environments,

and physical and chemical conditions of high mass star forming regions.

Nevertheless, progress is being made in this �eld and, to date, the following two theoretical scenarios

dominate our ideas of how high-mass stars form:

� Monolithic Collapse, which is basically a scaled-up version of low-mass star formation in which the

accretion rate is believed to be high enough to overcome radiation pressure. This is due to higher

pressures and densities believed to exist in the environments of HMSF regions (e.g., Plume et al.,

1997). In this model a single massive star can be formed from a single massive protostellar core (Tan

et al., 2006).

� Competitive Accretion which arises from the observational fact that most stars do not form in

isolation but as binary stars or in clusters, and all massive stars form in clustered environments. The

separation between stars in clusters are usually less than the size of an accretion envelope, so in order

for stars to form they must compete for the available reservoir of materials. In such environments,

since more massive objects have stronger gravity, they will outcompete nearby less massive objects for

the available mass in the area, and grow larger and more quickly (Bonnell et al., 2001).

While the theory behind high mass star formation is making signi�cant headway, observations are the

key to determining which of these two theories is correct (if either of them are) by addressing the main open

observational issues on massive star formation. These include, but are not limited to, the following: How

di�erent are the regions and processes that form high-mass stars and massive clusters with respect to their

low-mass analogs? How is high-mass star formation linked to their parental clouds and descendant clusters?

Does the e�ciency of star formation vary with stellar mass or with environment? To address these �big

picture� questions �rst requires information about the physical conditions (size, mass, density, temperature)

in a large sample of star forming regions (both high and low mass) in a variety of di�erent environments.
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These observational constraints take time to gather because understanding star formation and especially

high-mass star formation requires studies over several decades of spatial scales and densities.

One of the best tools we have to extract this information is to �t Spectral Energy Distributions (SEDs)

to observations at multiple wavelengths. These SED �ts provide the mass, temperature, and luminosity of

the star forming region, allows us to calculate the Star Formation E�ciency (SFE) of each clump. The SFE

is, e�ectively, the fraction of the clump mass that ultimately ends up in stars. With the SFEs of a large

sample of clumps and cores we can, therefore, investigate if the SFE varies with position or environment in

the Galaxy - one of the big open observational questions which can help us inform and improve theory. The

SED �tting and calculation of the SFE will be described in detail in Chapter 3.

Given that high mass stars are generally located at greater distances, investigating the process of high-

mass formation (and comparing to low mass star formation) requires high angular resolution imaging. In

addition, these observations must be done at wavelengths at which star forming regions emit most of their

radiation - i.e. far-Infrared (FIR) to sub-millimeter (submm) wavelengths. Finally, the observations must

cover large areas of the Milky Way in order to obtain a statistically relevant sample of both high and low mass

star forming regions. Thus, our understanding of the formation of stars is crucially linked to the resolving

power of our telescopes, and the ability to observe a large number of star forming regions at FIR to submm

wavelengths. This can only be accomplished through a combination of ground and space-based observatories.

1.5 Observational Requirements for Studies of Star For-

mation

1.5.1 Wavelength Requirements

The primary composition of the ISM is gas and dust. Although dust only makes up about one percent

of the ISM mass, it plays an important role in absorption and emission of radiation at a variety of wave-

lengths (Kwok, 2007). In the earliest stages of star formation the gas and dust temperatures are 8�20K, see

also Table 1.1. If dust emits as a black body, then �Wien’s law � gives us the peak wavelength of the emission:

� =
0:2898
T

[cm] (1.4)
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where the temperature is in Kelvin. However, due to the size of the dust grains and the wavelength of the

radiation being emitted and absorbed, dust grains do not radiate as true black bodies but as so-called �gray

bodies� (e.g. Elia & Pezzuto, 2016). To account for this, we modify the Plank function by multiplying by an

e�ciency factor:

Q(�) = Q0(
�0

�
)� (1.5)

where Q0 is the dust emission/absorption coe�cient de�ned at a reference wavelength (�0) and � is called

the dust power law index. The key point is that this coe�cient is proportional to ��� and, therefore, we

can calculate @(���B�)=@(�)=0 to �nd the �Max for a gray body; multiplying the Planck function by ���:

��� �B� =
2hc2

�5+�
1

ehc=�kT � 1
(1.6)

and then substituting x=hc/�kT before performing the di�erentiation results in:

xex

ex � 1
= 5 + � (1.7)

which leads us to Wiens law for a modi�ed black-body:

�Max =
0:2898
T

5
5 + �

[cm] (1.8)

Typically � is assumed to be between 1 and 2 which spans the range for the typical size and composition

of interstellar dust grains (Ossenkopf & Henning, 1994; Sadavoy et al., 2013). Using Equation 1.8 and a

temperature range of 8�20 K, see Table 1.1, results in an expected peak of the modi�ed black body function

in the range of 100�300�m. Thus, we expect that the clouds, clumps, and cores that will produce stars will

emit most of their radiation somewhere in this range referred to as the far-Infrared (FIR) to sub-millimeter

(submm). Once protostars begin to form at the center of the cores, they will heat the surrounding cir-

cumstellar material, causing the peak of the modi�ed black body function to shift to shorter mid-Infrared

wavelengths. This shift is a key signature of regions that are protostellar in nature versus those that are

pre-protostellar (i.e. where the protostars have not yet formed).

At these wavelengths, however, water vapor in the Earth’s atmosphere is an excellent absorber. So a

dry site at high elevation, above much of the water vapor in the atmosphere, would be required for such

observations. Figure 1.6 shows the atmospheric transmission at the ALMA observatory at Llano de Cha-

jnantor in the Chilean Andes at an elevation of 4800m. While ALMA is considered to be one of the best
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Figure 1.6: Atmospheric transmission at the the ALMA telescope site on the Chajnantor Plateau in the
Chilean Andes at an altitude of 4800m. Di�erent amounts of precipitable water vapor in the atmosphere are
shown by colored solid lines where 0.5mm PWV is an excellent, extremely dry night. The y axis indicates
the atmospheric transmission where 1.0 indicates that 100% of the radiation from space makes it through
the atmosphere to the telescope. The horizontal colored bars indicate the frequency ranges of the ALMA
bands. credit: R. Maiolino (2008)
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ground-based astronomical observing sites, even this high-altitude observatory is not su�cient to cover the

entire wavelength range spanned by dust emitting at the temperatures of star forming regions. It is clear

that while there are wavelengths which are accessible from ground-based telescopes, there are gaps in wave-

length coverage. In addition, the shorter wavelengths (� < 300 �m) are almost completely absorbed by the

atmosphere even at the ALMA site, and so require observations from space, where there is no atmospheric

absorption. The observations used in this thesis are from a combination of ground and space-based telescopes

which are described in the following Section.

1.5.2 Telescope Requirements

In this Section we brie�y introduce the telescopes with which the observational data of this thesis were taken.

The detailed technical discussion of the observational modes, data reduction, etc. is addressed in Chapters 2

and 3. Our data are primarily obtained with two di�erent telescopes: the Herschel Space Observatory (HSO)

and the James Clerk Maxwell Telescope (JCMT), but we also use archival data from the Midcourse Space

Experiment (MSX), The Spitzer Space Telescope (Spitzer), and the Wide-�eld Infrared Survey Explorer

(WISE).

1.5.2.1 The Herschel Space Observatory (HSO)

The HSO was the largest (3400 kg) infrared space telescope ever launched with the largest single mirror

ever built for a space telescope (3.5 metres). Herschel was designed to operate at Far InfraRed (FIR) and

Submillimeter (sub-mm) wavelengths and to collect radiation from the coldest and most distant objects in

the Universe. The HSO launched in May 2009 and was placed at the second Lagrangian point (L2) of the

Earth-Sun system, 1,500,000 km away from Earth. The mission ended April 2013 when Herschel ran out of

cryogens. The data for this thesis comes from PACS (the Photodetector Array Camera and Spectrometer)

and SPIRE (Spectral and Photometric Imaging Receiver) two imaging instruments aboard HSO. The Her-

schel infrared GALactic plane survey (Hi-GAL) provided images of the entire galactic plane in 5 wavelengths

(i.e. 70, 160, 250, 350, 500 �m). At these wavelengths, the spatial resolution of the HSO is 8.44, 13.5,

17.9, 24.2, and 35.4 arcsec respectively. Astronomers at the University of Calgary were part of the Hi-GAL

consortium and, as such, had early access to the Hi-GAL data products including the fully reduced and

calibrated images of the Galaxy, as well as advanced data products such as clump catalogues produced from

automated clump �nding algorithms applied to the data.
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1.5.2.2 The James Clerk Maxwell Telescope (JCMT)

In contrast to HSO the JCMT is a ground based telescope, located on Mauna Kea, Hawaii. The JCMT

Galactic Plane Survey (JPS) was originally planned as a complete and unbiased survey of the Galactic plane

observable from the JCMT (Galactic longitude: ‘ = 10� to 270�) using the SCUBA-2 (Submillimeter Com-

mon User Bolometer Array 2) instrument at 850�m and the HARP (Heterodyne Array Receiver Program)

instrument to observe 13CO J = 3�2 emission. Ultimately awarded 450 hours for SCUBA-2 continuum ob-

servations only, the JPS covers six patches along the inner Galactic Plane, each of approximately 5�� 1.7�,

centered at intervals of 10� from ‘ = 10� to ‘ = 60�. Observations were completed in October 2013 achieving

a spatial resolution of 14.6 arcsec at 850�m. Separately, as part of an additional award of service time during

exceptionally good weather conditions, observations at 450�m were also obtained. At 450�m the JPS has a

resolution of 9.6 arcsec. The JPS complements the Hi-GAL survey by adding additional data points (at 450

and 850�m) to help further constrain the SED �ts and more accurately determine the physical conditions in

the star forming regions. In addition, the 450�m observations are particularly useful for comparing the two

datasets, since the JPS 450�m observations can be directly compared to the Hi-GAL 500�m observations.

Astronomers at the University of Calgary are also leading members of the JPS Consortium.

1.5.2.3 Supplementary Data

The Wide �eld Infrared Survey Explorer (WISE): was launched in December 2009, and placed in

a polar orbit at an altitude of 525 km above the Earth. WISE had a primary mirror that was 40 cm in

diameter and operated at wavelengths of 3.4, 4.6, 12 and 22�m. The data at 22�m is sensitive to dust

in star-forming regions with temperatures greater than than 70K and so was used to help constrain the

protostellar component of the SEDs.

The Midcourse Space Experiment (MSX): was a Ballistic Missile Defense Organization satellite

experiment designed to map bright infrared sources in space for purposes of US National defence. Launched

in April 1996, it was placed in a sun-synchronous orbit at 898 km altitude. MSX contained the 33cm di-

ameter SPIRIT infrared telescope that mapped the galactic plane at wavelengths of 4.29, 4.35, 8.28, 12.13,

14.65, and 21.3�m.

The Multiband Imaging Photometer (MIPS): is one of Spitzer’s three science instruments. The
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Spitzer Space Telescope (SST), is an 85 cm infrared space telescope built by NASA and launched in 2003

(and still operating as of 2018 - albeit without cryogens in a so-called �warm mission� phase). MIPS operated

in the far-infrared, at wavelengths of 24, 70, and 160�m.

1.6 Goals of the Thesis

The goals of the Hi-GAL and JPS surveys are to �nd a statistically relevant sample of star forming regions in

the Galaxy, to determine the physical conditions of these regions via SED �tting and, therefore, to examine

the rate and e�ciency of star formation (i.e the fraction of the clump mass that ends up in stars) as a

function of position/environment in the Galaxy. However, as mentioned previously, telescope resolution has

an e�ect on the interpretation of the data. What is seen as a single clump in a low resolution dataset (like

Hi-GAL) may be seen to be composed of many smaller clumps in a di�erent, higher resolution dataset (like

the JPS). Thus, the physical conditions and, ultimately, the star formation e�ciency (SFE) derived from

SED �ts to the data will be profoundly a�ected if one assumes that a clump is a single entity when it is

actually composed of two or more smaller clumps (called the multiplicity). How often this happens and the

degree of multiplicity may, therefore, have a profound e�ect on our understanding of star formation.

The speci�c goals of this thesis are :

� To combine the JPS and Hi-GAL data in two regions of the Galaxy - at Galactic Longitudes: ‘ =10�

and ‘ = 30�, regions where we have excellent quality JPS data at 450�m.

� To directly compare the Hi-GAL data at 500�m (with a resolution of 35.4 arcsec) to the JPS 450�m

data (with a resolution of 9.6 arcsec) and, using clump �nding algorithms, determine the multiplicity

fraction of the clumps in the Hi-GAL database. i.e. How many single clumps in the Hi-GAL database

are actually composed of multiple, smaller clumps and how many are, indeed, monolithic?

� To �t SEDs to the combined datasets to determine the physical conditions in the star forming regions.

� To determine the SFE and investigate di�erences/similarities in the star formation process in two

di�erent regions of the Galaxy.

� To determine how the SFE calculated for the monolithic Hi-GAL clumps changes when one incorporates

the multiplicity fraction.
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Also, since ground-based observations require a measurement of the emission from the atmosphere and

the subsequent subtraction of this emission from the astronomical observation (i.e. sky subtraction), it has

long been known that SCUBA-2 observations underestimate �ux on large spatial scales. The exact amount

of missing �ux and on what scales, however, has never been quanti�ed. As an unexpected bonus to this

thesis, in the process of data reduction and analysis, we have also provided the �rst quantitative analysis of

the amount of �ux missing from SCUBA-2 observations as a function of spatial scale.

Thesis Structure

In this dissertation, we adopt the manuscript based thesis format. However, we adjust the individual papers

to make the thesis coherent and readable. The current chapter (Chapter 1) provides the required historical

and scienti�c background and literature review to put the thesis in context of the current �eld of star for-

mation research.

In Chapter 2 we present Paper I: �A Comparison of Herschel/Hi-GAL and JCMT/JPS Observations at

‘ = 10� and 30�� submitted to the Monthly Notices of the Royal Astronomical Society (MNRAS, Tahani et

al., 2018, submitted), in which we examine how the many of the single �clumps� measured by the Hi-GAL

survey are actually composed of multiple, smaller clumps when observed with the higher resolution of the

JPS 450�m observations (called the clump multiplicity). We also present a Power Spectrum analysis of the

JPS data describing, quantitatively for the �rst time, the amount of power preserved (and lost) at various

spatial scales when observing with the SCUBA-2 instrument at the JCMT.

In Chapter 3 we present Paper II: �Star Formation E�ciency at ‘ = 10� and ‘ = 30�: A Comparison of

Herschel/Hi-GAL and JCMT/JPS Observations� which will be submitted to MNRAS (Tahani et al., 2019,

in prep). In this chapter we combine the Hi-GAL and JPS data to derive physical conditions of the star

forming clumps and derive the e�ciency of the star formation process (SFE) in these two di�erent regions

of the Galaxy. We also demonstrate how the SFE changes when one only uses the lower resolution Hi-GAL

data versus when one couples in the higher resolution JPS data. This is done as a warning to those who

might use the Hi-GAL catalogues blindly without considering the e�ects of clump multiplicity.

Finally, Chapter 4 discusses the overall results of the thesis, the importance of this work in context of

the �eld, and plans for the future.
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Chapter 2

Paper I

A Comparison of Herschel/Hi-GAL & JCMT/JPS
Observations at ‘ = 10� and 30�

This Chapter has been submitted as a paper to the Monthly Notices of the Royal Astronomical Society

(Tahani et al. 2018, submitted). It has been through one round of the refereeing process and the revised

manuscript has been re-submitted to the Journal.

In this chapter, the �rst paper of this thesis, we focus on a comparison between the Hi-GAL 500�m

(PLW) data and the JPS 450�m data. One of the goals is to determine, with the aid of the higher resolving

power of the JPS 450�m band, the fraction of Hi-GAL clumps that have fragmented into multiple smaller

clumps. We also present a Power Spectrum analysis of the JPS data to provide a quantitative description

of the amount of power lost due to sky-subtraction of SCUBA-2 data and at what scales the power is lost.

2.1 Introduction

Stars are constantly being formed in galaxies via fragmentation and gravitational condensation of the Inter-

stellar Medium (ISM; e.g. Goldreich & Kwan, 1974; Bergin & Tafalla, 2007; Motte et al., 2017); notably

in Giant Molecular Clouds (GMCs), the coldest and densest part of the ISM. As a result of their structure

hierarchy, GMCs also lead to the formation of higher density clumps. Clumps themselves will break down

into cores and these dense cores are sites of star formations. While gravitational collapse explains the basics
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of star formation, the details of this process are still uncertain.

A number of key questions are required to be answered in order to develop a successful predictive model of

star formation. We need to know how frequently stars are born in the Galaxy - de�ned as the Star Formation

Rate (SFR). Studying the SFR can not only be used as an indicator of stellar evolution in the Galaxy on

large scales, but its variation from region to region within the Galaxy can highlight the dependency of star

formation on local environmental conditions (e.g. density and the mass of the host cloud). Also, we would

need to know precisely what percentage of the dust and gas in the pre-stellar core winds up in the �nal mass

of the embedded star - de�ned as the Star Formation E�ciency (SFE). Understanding the mechanisms that

control the SFR and SFE is vital, as they provide insight into the initial mass function (IMF).

The SFE can be inferred from the ratio of IR luminosity to the cloud/clump mass reservoir (e.g., Eden

et al., 2015). Studies such as those by Eden et al. (2012, 2013) using the Bolocam data, of Battisti & Heyer

(2014), using the molecular clouds detected in the Galactic Ring Survey (GRS; e.g. Jackson et al., 2006;

Moore et al., 2012) , and Aguirre et al. (2011) using dense clumps from the Bolocam Galactic Plane Survey

(BGPS; Aguirre et al., 2011) have made signi�cant progress in this �eld.

However, due to the large intrinsic scatter in individual source properties, to study the SFE in a variety

of di�erent Galactic locations and environments requires a statistically large sample. The Herschel Infrared

GaLactic plane survey (Hi-GAL) Key Project (Molinari et al., 2010a,b) and the JCMT (James Clerk Maxwell

Telescope) Galactic Plane Survey (JPS) (Moore et al., 2015) were speci�cally designed to tackle this issue.

Given that projects like Hi-GAL span the wavelengths at which cold, dense clumps and star-forming

regions emit most of their continuum radiation, the physical properties of the star forming region can be

constrained via a �t to the Spectral Energy Distribution (SED) of the Hi-GAL data. Thus, SED �ts are key to

understanding the nature of the source samples. Such analyses of the Hi-GAL data have made great progress

in understanding the SFE across the galaxy (e.g. Elia et al., 2017; Molinari et al., 2016). Di�erent methods

have been adopted to perform SED �tting (e.g. Nguyen Luong et al., 2011; Men’shchikov et al., 2012; Marsh

et al., 2015) to allow one to incorporate data at multiple wavelengths and spatial resolutions. None of these

methods are, however, perfect. For example in the PPMAP method of Marsh et al. (2015), they tested their

algorithm on a simulated clump with fractal structure (i.e. a system of clumps within clumps) and found

that they were unable to break the degeneracy between mass and temperature, resulting in errors in the

clumps mass of � 55%. Therefore, having complementary higher resolution data is of paramount importance
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since, even with these advanced beamsize correction methods, hierarchical sub-structure may not be prop-

erly accounted for. Thus, if one were to blindly use the Hi-GAL catalogues to obtain clump masses, sizes,

luminosities and temperatures, and use these to derive SFE and SFR, the results may be considerably biased.

Kainulainen et al. (2013) suggest that when molecular cloud/clumps fragment they do so on di�erent

scales. On larger scales (> few tenths of pc) the fragmentation is controlled by turbulence, whereas on

smaller scales fragmentation is dominated by gravity (i.e. the Jeans length). The larger clumps (turbulence

dominated) form smaller cores within them (gravity dominated) and then the ensemble collapses as a whole

to form individual stellar clusters within the original cloud/clump. The work presented in this chapter uses

the higher resolution JPS 450�m data and provides the �rst direct comparison to the the Hi-GAL 500�m

observations. The presence of substructure as observed by JPS 450�m is, essentially, the fragmentation of

the Hi-GAL clump. The number of such sub-structures found within the boundary of a Hi-GAL clump is

referred to as the multiplicity. In this chapter we will investigate whether the data hold an ability to predict

which of the Hi-GAL clumps will fragment and, if so, into how many sub-clumps.

This chapter is organized as following: in Section 2.2 we present the observations. In Section 2.3 we

quantitatively compare the two datasets by obtaining the clump multiplicity at long (i.e., 450 & 500�m)

wavelengths and providing a calibration comparison between two datasets. Due to the method of subtracting

the atmospheric and background signal, large-scale emission gets �ltered out in the SCUBA-2 pipeline. As a

result, we also examine the amount of missing large-scale structure in the JPS observations both qualitatively

and quantitatively using a power-spectrum analysis. A summary is provided in Section 2.4.

2.2 Observations & Data Reduction

The data represented in this thesis corresponds to a circular region with the radius of �0.8� centered at RA:

18h 09m 10.19s Dec: -20� 070 24.600 (‘ = 10:3059� & b = �0:2081�) called ‘ = 10�, and RA: 18h 47m 31.70s

Dec: -01� 560 32.000 (‘ = 30:7578� & b = �0:0161�) called ‘ = 30�, respectively. Here, however, we only

present analysis for the data within 0.6� from the center of the �elds, due to the larger noise closer to the

edges of the JPS tiles, see also Figures 2.1 & 2.2.

The regions at ‘ = 10� and ‘ = 30� are particularly interesting since they contain the massive star

forming complexes W31 and W43 respectively. W31 is one of the largest H II complexes in the Galaxy and
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is located at a distance of 4.5 kpc from the Sun (Corbel & Eikenberry, 2004). W43 is also a well-known H II

region with a far-infrared luminosity of 3.5�106 L� and a distance of 5.5 kpc (Smith et al., 1978; Lester et

al., 1985; Motte et al., 2003). The main ionizing sources for both W31 and W43 are embedded OB type

stellar clusters (Lester et al., 1985; Blum et al., 1999, 2001). Both lines of sight contain spectral features at

di�erent Doppler velocities indicating that not every object in the two �elds are at the same �xed distances.

However, since kinematic distances are provided in the Hi-GAL catalogues (e.g. Elia et al., 2017; Molinari

et al., 2016) for the ‘ = 30� region but not for ‘ = 10�, for consistency, in this chapter we assume that

everything at ‘ = 30� is at a distance of 5.5 kpc and everything at ‘ = 10� is at a distance of 4.5 kpc.

2.2.1 Herschel

Hi-GAL was an Open Time Key Project that surveyed all 360� of the Galactic Plane in all �ve Herschel

bands (70, 160, 250, 350, 500�m) with a Galactic latitude range of 2�, following the warp in the Plane. The

beam size or essentially the resolution of Hi-GAL varies from a mean of �10 arcsec at 70�m (Molinari et al.,

2016) to 35.4 arcsec at 500�m, as reported in the PACS and SPIRE handbooks1; 2. The observing strategy

of the Hi-GAL survey is described in detail by Molinari et al. (2010a). Hi-GAL parallel observing mode

allowed Herschel to operate in fast scanning mode at a scanning speed of 60 arcsec/s with a sensitivity of

15.0 mJy/beam (Gri�n et al., 2010). The Hi-GAL observations were done by subdividing the survey area

into tiles of approximately 2��2� in size.

In this chapter we only present Hi-GAL data in the 500�m band which we compare to that of the JPS

at 450�m since the wavelengths from these two bands are relatively close. Figure 2.1 shows the Hi-GAL

SPIRE Photometer Long Wavelength image at 500�m (hereafter, PLW) at ‘ = 10� & ‘ = 30�, where the

circle on each of the maps shows the area of the interest (i.e. within a radius of 0.6� from the center).

The color bar on the map provides the �ux scale in units ofMJy/Sr in the pixel size of 11.5 arcsec. The

presence of large-scale structure at low �ux levels is clearly visible in the images. The 1-� rms noise is 1.11

& 1.10MJy/Sr in each 11.5 arcsec pixel at ‘ = 10� & ‘ = 30� respectively.

1http://herschel.esac.esa.int/Docs/SPIRE/spire_handbook.pdf
2 http://herschel.esac.esa.int/Docs/PACS/pdf/pacs_om.pdf
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2.2.2 SCUBA-2

The JPS (JCMT Galactic Plane Survey) is one of the JCMT Legacy Survey projects (Chrysostomou, 2010)

and currently covers six patches along the inner Galactic Plane, each of approximately 5� � 1.7� in size,

centered at intervals of 10� from ‘ = 10� to ‘ = 60�. The JPS observations were completed in October 2013,

achieving rms sensitivities of 5.66�8.42mJy/beam when smoothed over the beam area (Eden et al., 2017),

and a spatial resolution of 14.6 arcsec at 850�m.

Separately, as part of an additional award of service time and for the purpose of comparison with Herschel,

observations at 450�m were also obtained. The observations at ‘ = 10� & 30� at 450�m were made using

SCUBA-2 in JCMT Service Program project S13AU02 during an exceptionally good weather conditions.

SCUBA-2 is a bolometer array detector with � 10,000 pixels spread over eight arrays, with the �eld view

of � 45 arcmin2 and the linear scale of � 8 arcmin (Holland et al., 2013). These two regions were observed

in June of 2013, in JCMT weather band 1 with atmospheric opacity < 0:08 at 220GHz, using the 1-degree

Pong mapping mode (also known as pong3600). The scan spacing was 180 arcsec, the telescope velocity was

600 arcsec/s. The observations used 8 rotations of the �eld (� 11� apart) within a � 40 minute integration.

These data have a resolution of 9.6 arcsec at 450�m and 14.6 arcsec at 850�m (Dempsey et al., 2013). These

data are currently available to the public at the Canadian Astronomical Data Center (CADC).

The raw data in these two regions have been reduced using standard JPS SCUBA-2 data-reduction

Pipeline, the details of which are presented in Moore et al. (2015) , Thomas & Currie (2014)3, and Eden et

al. (2017). The reduction uses the smurf software package (Jenness et al., 2011), which is implemented within

Starlink software suite. The commands used for smurf:makemap are outlined by Chapin et al. (2013), are

also summarized in the Appendix A.1. The inherent pixel unit of the reduced data is mJy/arcsec2 where the

pixel size of the JPS at 450�m (hereafter JPS 450�m) is adopted to be 2 arcsec. The pixel size of the JPS

at 850�m (hereafter JPS 850�m) is set to 4 arcsec. The 450�m pixel units were converted toMJy/Sr, using

a conversion factor of � 42.545, so the data can be directly compared with the Herschel PLW observations.

Figure 2.2 presents the JPS 450�m maps at ‘ = 10� & 30�. The 1-� rms noise is 214.0 & 191.2MJy/Sr

respectively in each 2 arcsec pixel. The equivalent 1-� rms noise, if the data are regridded to the pixel size

of the PLW data (i.e., 11.5 arcsec), is 39.6 & 36.6MJy/Sr at ‘ = 10� & ‘ = 30� respectively. This is about

30 times worse than the noise in the PLW image.

3http://starlink.eao.hawaii.edu/devdocs/sc21.pdf
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A �rst glance at Figures 2.1 & 2.2 reveals a noticeable absence of large-scale emission in the SCUBA-2

data. Lack of structures with scales larger than that of the detector arrays (� 8 armin) is inevitable due to

the process of removing the signal from the background and atmosphere using edge pixels. In addition, the

data are spatially high-pass �ltered at 480 arcsec in the SCUBA-2 pipeline data-reduction procedure.

2.3 Results & Discussion

The existence of our higher-resolution JPS 450�m observations (FWHM � 9.6 arcsec) along with the PLW

data (FWHM �35.4 arcsec) make these two regions particularly useful, since we can directly compare the two

datasets. This comparison, �rst, provides us with the probability that a single clump identi�ed by Hi-GAL

is actually composed of multiple, smaller clumps. Although the higher-resolution data at 450�m is only

available in these two regions, this clump multiplicity probability can be applied, in a statistical sense, to

the rest of the Hi-GAL data. Ultimately, the goal is to determine how badly the inferred clump properties

and global star formation e�ciencies are a�ected if one were to use the Hi-GAL catalogues in the absence of

this additional information. Second, we can examine the large-scale emission in the PLW data and address,

in a quantitative way, the amount of large-scale structure missing in the SCUBA-2 data. Finally, since the

calibration of the PLW is well studied, comparison of the two datasets also allows us to investigate the

absolute calibration of the JPS 450�m data. In order to proceed with this comparison, however, we �rst

need to successfully identify the compact sources (i.e. clumps) in both datasets.

2.3.1 Clump Identification Algorithms

Source extraction and photometry is a long-standing problem in astronomy. The higher resolution and

sensitivity of recent instruments have shown a great deal of structural complexity in star-forming sites.

In �lamentary and large-scale structure, in particular, the signi�cance of background variability has to be

accounted for in any photometry algorithm. In addition, the Galactic Plane is, in general, a dense site

of star formation where the sources may be partially blended. Further complication results in the case of

multi-wavelength studies in which the resolution changes across bands. The complexity of this problem re-

sulted in the development of a variety of clump identi�cation algorithms which are very threshold-dependent.

Therefore, the inherent properties of the data (i.e., resolution, sensitivity, noise) results in varying degrees

of success for di�erent algorithms on di�erent datasets.
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In our case, in order to have a clump identi�cation method that is both systematic and reproducible,

and thus be applicable to the rest of the Hi-GAL dataset, we used the Curvature Thresholding Extractor

(cutex) algorithm (Molinari et al., 2011) for the PLW data. cutex was speci�cally developed for Hi-GAL in

order to �nd compact sources against the bright and variable large-scale background emission of the Galactic

Plane. cutex is based on searching the second derivative of the surface-brightness map (Molinari et al.,

2011) for the pixels with the highest curvature. In the second derivative map it looks for pixels with values

� 0 to �nd the peak and positive turning points in the data. The input parameter �threshold� de�nes all the

pixels above the curvature and therefore, clumps are identi�ed as candidate detections. The pixels of the

large �clumps� are checked to determine enhancement of curvature in the case of multiple sources. An ellipse

�tting at the position of the minima of the second derivative determines the source size. The output �uxes

and sizes are determined by simultaneously �tting elliptical Gaussian functions plus a 2nd-order 2D surface

for the background. Sources with detected centers closer than twice the instrumental PSF are �tted together.

While cutex was speci�cally designed for Hi-GAL data with the high-brightness backgrounds found

in the Galactic plane, a di�erent clump �nding algorithm, �FellWalker� was designed for SCUBA data.

FellWalker (hereafter, FW) is a watershed algorithm which is part of the STARLINK software package

cupid (Berry et al., 2007). FW works best with the compact sources and is shown to be robust against

a wide choice of input parameters (Berry, 2015), and works remarkably well in noisy environments with

little background. These properties make FW one of the best source-extraction methods for use with the

SCUBA-2 data, which generally are noisier than Hi-GAL data and have less extended backgrounds, or none.

A detailed comparison is made of the two source-extracting algorithms and the necessity of using both

is justi�ed in Section 2.3.2, by the means of simulated data.

2.3.2 Clump Identification on Simulated Data

To extract clumps from each of the datasets, we �rst need to determine the robustness of the di�erent

clump-identi�cation algorithms. While it would be ideal to apply the same algorithm (i.e., cutex) to both

datasets for clump extraction, the feasibility of this approach �rst needs to be investigated. cutex was

speci�cally designed for Hi-GAL data (Molinari et al., 2011) and has been rigorously tested on these data,

whereas FW was created for, and tested on, SCUBA data (Berry, 2015). Therefore, they might not work

equally well on both datasets.
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Figure 2.3: The plot shows the clump recovery percentage in the simulated clump data using FellWalker
(red) and cutex (blue) as a function of signal-to-noise ratio. The �gure on the right shows an example of
one clump while the S/N decreases.

In order to test the ability of cutex to extract clumps from JPS data (i.e. noisy data with little extended

background) we produce simulated data with variable noise and use both algorithms to �nd and extract the

clumps. This provides us with a better understanding of how well both methods work as the noise increases.

The simulated data consists of 500 prede�ned clumps with peak intensities �xed to a value of 20 arbitrary

brightness units. While the peak intensities of the clumps are �xed, the FWHM of the clumps in each

dimension is arbitrarily set to a range of 2-8 pixels, with randomized position angles (PA) of the elliptical

clumps. The FWHM is limited to this range since cutex tends to misidentify clumps that have FWHM

larger than �9 pixels (private communication Schisano , 2016).

In the �rst experiment, the background noise is set to zero and both algorithms successfully �nd all the

simulated clumps. Next, we add random noise to the simulated data. Given the �xed value of the peak

intensity (i.e. 20), by increasing the rms noise we essentially decrease the Signal to Noise (S/N) ratio. To

investigate the e�ect of noise on the algorithms we create 20 di�erent datasets using the same clumps but

di�erent amounts of noise. The amplitude of the peak-to-peak noise for each dataset increases from 1 to 39,

in steps of 2 (corresponding to rms values ranging from �0.3 to �11.2 brightness units). Given the �xed

peak intensity of the clumps this results in S/N varying from �1.8 to �66.7.

We run cutex and FW on the simulated data, while optimizing the detection parameters implemented
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within each algorithm. Figure 2.3 shows the clump recovery for each algorithm as a function of S/N. Any

identi�cation of a spurious (i.e. not real) feature is counted as an erroneous identi�cation. Thus, the error

bars in Figure 2.3 are calculated as the ratio of the number of spurious features incorrectly identi�ed as

clumps, over the number of real clumps that are properly identi�ed. However, since the number of incor-

rect clump identi�cations using cutex is generally greater than that of FW, the error bars associated with

cutex tend to be larger. The �gure shows that, at S/N greater than 10, both algorithms �nd 100 percent

of the clumps. Below a S/N of 10, however, FW does a remarkably better job. For example, at 5-� while

FW identi�es more than 94�2 percent of the clumps, cutex �nds fewer than 48�8 percent of the clumps.

The clump recovery percentage reduces to 72�2 percent & 13�8 percent for FW and cutex, respectively,

for clumps with S/N � 3.

Given that the pixel size in the PLW band is 11.5 arcsec and the average size of the PLW clumps is �

60 arcsec (i.e. 5-6 pixels), the size of our simulated clumps resembles the majority of those found in the

data. However, since the average clump size in the JPS 450�m data is � 28 arcsec, with its 2 arcsec pixels,

this corresponds to clumps that are 14 pixels in size. On the other hand, the PLW clumps observed with

the JPS resolution and pixel size would be � 30 pixels in size. In order to ensure robust performance of

both FW and cutex on the clumps sizes found in both datasets, as an additional sanity check, we created

a second set of the simulated data consisting of circular clumps with FWHM in the range of 2-40 pixels. In

this simulation, and without noise, both algorithms were still able to successfully identify all the simulated

clumps. Adding increasing levels of noise to the simulation, however, again decreases the accuracy of cutex

more quickly than FellWalker, similarly to what is seen in Figure 2.3.

The intrinsic operation of these algorithms explains why they behave di�erently in di�erent noise envi-

ronments. Since FW is a watershed algorithm (Berry, 2015), it simply looks for any peak above the de�ned

threshold (3-�). Thus, it is expected that it will identify everything above the threshold. Such behavior is

observed in the simulation presented in this section, as more than 70 percent of the clumps were still recov-

ered above 3-�. While FW works perfectly well in such an environment, cutex is speci�cally designed to

extract clumps in regions of extended and variable brightness (i.e. the large-scale emission from the Galactic

plane) through a second derivative method (Molinari et al., 2011). In noisy environments, this technique

may mistakenly identify a noise peak as a clump or ignore a clump with low S/N that happens to lie close

to random noise peaks (and thus, has incorrect curvature). Based on our analysis, in this thesis, we adopt

FW to extract JPS 450�m clumps, while cutex is still used for the PLW data.
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While comprehensive testing of FW is beyond the scope of this thesis, as a �nal sanity check, we applied

cutex to the JPS 450�m data and FW to the PLW data. While the input parameters for each algorithm

may result in di�erent numbers of extracted clumps, cutex was not able to successfully identify more than

40 percent of the clumps found by FW in the JPS 450�m data. Using FW on the PLW dataset resulted

in the identi�cation of many non-real/spurious features in the regions associated with large-scale emission.

This is inevitable, due to the intrinsic properties of the FW algorithm, which looks for the clumps above a

given threshold regardless of the presence of the variable background.

2.3.3 Clump Identification in the Hi-GAL PLW and JPS 450 Data

While, in the previous section, we used cutex to investigate its robustness on the JPS data, for the re-

mainder of this thesis we use clumps already identi�ed and tabulated in the Hi-GAL single-band catalogue

(Molinari et al., 2016). We do this so that we can investigate the clump multiplicity factor in a way that

is statistically relevant to the publicly available Hi-GAL catalogue (accessible in the Space Science Data

Center4 web-page). In the two 0.6� regions of interest (at ‘ = 10� & ‘ = 30� as described in Section 2.2) the

Hi-GAL catalogue lists 414 clumps in the ‘=10� region and 476 clumps in the ‘=30� region.

For the JPS data we use FW to �nd and extract the clumps. As with many other clump �nding al-

gorithms, FW works best when the background noise is uniformly distributed (e.g., Moore et al., 2015).

Therefore, we �rst create a S/N ratio map as per the method outlined by Eden et al. (2017). The S/N

ratio (SNR) map is essentially a division of each pixel by the square root of the variance component of the

same pixel. The noise in this SNR map is e�ectively constant, even towards the edges where the rms in the

surface-brightness map increases signi�cantly.

We identify all the sources above a threshold of 5-� (i.e., �ve times the pixel-to-pixel noise) in the SNR

map using the task cupid:findclumps implemented in FW. findclumps produces a mask of the clumps

in the SNR map which is applied to the intensity map as input for the task cupid:extractclumps. This,

essentially, masks out all regions in the intensity map that were not identi�ed as clumps in the SNR map

and extracts the peak and integrated �ux density values of the remaining clumps. The clumps identi�ed by

this method are reported in Table E.1 & E.2. Parameters for the source extraction, which are adopted from

Eden et al. (2017), are summarized in Appendix A.2.

4http://tools.asdc.asi.it/HiGAL.jsp
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Figure 2.4: Example of clump multiplicity. (Right) 500�m image of a single clump listed in the Hi-GAL
catalogue. (Left) JPS 450�m image of the same region, clearly showing multiple sub-clumps. The ellipses
denote the clump sizes and orientations as de�ned by the utilized algorithms.

As a �nal check we visually inspect all of the identi�ed clumps and neglect any detections which appear

to be spurious (e.g., extremely elongated �clumps�). This last step removes about �5 percent of the identi�ed

clumps.

2.3.4 The Clump Multiplicity Factor in the Hi-GAL Data

Hi-GAL mapped the entire Galactic plane in 5 di�erent wavelength bands. If one has a positive clump

identi�cation in most or all of these bands, one may construct a Spectral Energy Distribution (SED) for

that clump. These SED �ts can be used to extract the physical conditions of the clump (i.e., luminosity,

mass, temperature, etc.) (e.g., Hildebrand, 1983; Urquhart et al., 2018). Given the Herschel PLW res-

olution of 35.4 arcsec, it is possible that a single clump listed in the Hi-GAL catalogue may actually be

composed of multiple unresolved clumps. Figure 2.4 shows one example of such a scenario. In this case,

the physical properties derived from SED �tting to what was assumed to be a single clump (i.e., luminos-

ity/mass/density/temperature) will be incorrect if the entity being �tted is actually composed of multiple

clumps. For example, a change in the derived clump mass and luminosity would change the inferred embed-

ded YSO mass, which, in turn, would a�ect estimates of the fraction of a clump mass that turns into stars

(the star-forming e�ciency or SFE). We can use the higher resolution JPS 450�m data (�FWHM = 9:6 arcsec)

to investigate this issue.

33



We de�ne mc, as the fraction of single Hi-GAL clumps that break up into smaller fragments. mc values

determined from our two regions can then be used in a statistical way, to estimate the probability that any

clump listed in the Hi-GAL catalogue is actually composed of many smaller clumps, and to see if the data

hold some ability to predict which of these clumps might be monolithic and which might contain smaller

fragments.

Given that the PLW sources are elliptical regions de�ned by the catalogue parameters (i.e., RA, Dec,

FWHM, PA), we can investigate the number of JPS 450�m sources within the spatial region de�ned for

each PLW clump (i.e., its position and area). Thus, if there is at least one JPS 450�m source within the

boundaries of a PLW clump, the source is de�ned as being detected in both datasets. However, if there is

more than one JPS 450�m clump within the single PLW clump boundary, the PLW clump is identi�ed as

being multiple in nature and the actual number of JPS clumps within the PLW clump boundary is recorded.

In the ‘ = 10� �eld, only 140 out of the 414 PLW clumps are identi�able in both datasets. In other

words 274 of the PLW sources are not identi�ed as clumps in the JPS 450�m data. In the ‘ = 30� �eld, 217

clumps (out of 476) are identi�ed in both datasets. While the discrepancy between clumps identi�ed in the

two datasets is inevitable due to the di�erent clump extraction algorithms, this large di�erence in identi�ed

clumps is mainly due to the presence of the large-scale emission only in one of the datasets (i.e., PLW). An

investigation into the number of the missing PLW clumps in the JPS catalogue (i.e., 274 at ‘ = 10� and

259 clumps at ‘ = 30�), con�rms the association of these PLW sources with regions of extended emission.

The mean peak �ux of the PLW sources that are missing in the JPS data is found to be 65MJy/Sr (with

a standard deviation of 75MJy/Sr). Given that the 1-� noise level in the regridded JPS 450�m data is

�40MJy/Sr in each pixel, these �missing� PLW sources are, on average, below the 3-� noise detection limit

of the JPS 450�m dataset.

In addition, in the JPS 450�m catalogue we identify 81 clumps at ‘ = 10� and 119 clumps at ‘ = 30�

which are not listed in the PLW catalogue. These clumps are found to have an average 450�m integrated

�ux value of 9.6 Jy (with standard deviation of 20 Jy across the sample). These clumps are mainly observed

in regions with weak large-scale emission in the PLW data. These regions are likely not identi�ed in the

Hi-GAL data as clumps due to the low resolution of the PLW band, as well as threshold parameters used in

the cutex algorithm by Molinari et al. (2016).
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Figure 2.5: Clump multiplicity probability versus the PLW integrated �ux of the sources. The number under
each bin indicates the number of available clumps in each �ux range.

Table E.3 list s the position-matched catalogue of the clumps identi�ed in both datasets. In the ‘ = 10�

�eld, 50 of the 140 clumps are identi�ed as being multiple in nature, providing an overall multiplicity factor,

mc, of 0.35 at ‘ = 10�. In addition, 38 of these 50 multiple clumps are composed of 2 sub-clumps, 10 are

composed of 3 sub-clumps, 1 is composed of 4 sub-clump, and 1 clump is also identi�ed as a composition of

6 smaller sub-clumps. In the ‘ = 30� �eld, 51 out of the 217 clumps are de�ned as being multiple in nature,

resulting in mc �0.23. 37 of these clumps are composed of 2 JPS 450�m sub-clumps and 7 are found to

be a composition of 3 smaller sub-clumps, 6 are composed of 4 clumps, and 1 is composed of 6 JPS 450�m

sub-clumps. The multiplicity number is indicated in �rst column of the Table E.3.

2.3.5 Correlation Between PLW Clump Properties and Multiplicity

Given the turbulent nature of the ISM and the e�ects of gravity, it has been long known that clouds and

clumps will fragment. Since this fragmentation will a�ect the measured clump properties, it is interesting

to see if the data hold an ability to predict which of the Hi-GAL clumps will fragment and, if so, into how

many sub-clumps. This would be particularly useful information for anyone seeking to use the Hi-GAL

band-merged catalogue in the absence of additional higher resolution data. In this section we investigate

possible correlations between clump multiplicity and physical parameters listed in, or calculated from, the
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Figure 2.6: The histogram of the PLW clump radius (pc). Blue histogram represents the clumps with
multiplicity > 1 and the red histogram shows the Hi-GAL PLW clumps that are monolithic (i.e also seen as
a single clump in the JPS 450�m data and, therefore, have multiplicity = 1).

Figure 2.7: The PLW mass (M�) versus multiplicity. Blue dots represent the clumps with multiplicity > 1
and the red triangles show the Hi-GAL PLW clumps that are monolithic (i.e also seen as a single clump in
the JPS 450�m data and, therefore, have multiplicity = 1).
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Figure 2.8: Density histogram of the PLW clumps. The clumps are divided into two groups of multiple (i.e.
multiplicity > 1; blue histogram) and non-multiple (i.e. multiplicity = 1; red histogram).

Hi-GAL catalogues.

Figure 2.5 shows the PLW clump multiplicity probability as a function of the PLW integrated �ux. Bins

of di�erent �ux ranges are chosen to ensure that each bin contains an adequate number of clumps to calculate

the multiplicity probability. The number of available clumps in each bin is indicated on the plot. As indicated

in the graph, all PLW clumps with an integrated �ux of > 200 Jy are actually composed of multiple clumps

(as seen in the higher resolution JPS 450�m data). In addition, any clump in the PLW catalogue with a

�ux greater than 50 Jy, has a 50 percent chance of being multiple in nature. This correlation likely simply

suggests that clumps with larger �uxes have a larger population of protostars (versus pre-protostellar objects

or quiescent fragments) than the fainter clumps; implying that signi�cant gravitational fragmentation, and

star formation, has already occurred in the brighter clumps.

Figure 2.6 presents the histogram of the PLW source size (in pc) combining the data from both ‘ = 10�

and ‘ = 30� �elds. The radius is calculated by adopting the distances from Section 2.2 (i.e. 4.5 kpc for

‘ = 10� and 5.5 kpc for ‘ = 30�) and the radius (in arcsec) tabulated in the single-band catalogue (Molinari

et al., 2016). The red histogram presents multiplicity of 1 indicating that the clump is a single entity in

both the Hi-GAL 500�m image and the higher resolution JPS 450�m data. Higher multiplicity numbers are
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plotted with the blue histogram and shows the size of the Hi-GAL clump (i.e. assuming it is a single entity).

Figure 2.6 shows that monolithic Hi-GAL clumps (multiplicity of 1) span a range of sizes from � 0:3 pc to

1.4 pc with the average value of 0.61 pc (� = 0.14 pc). The multiple clumps span the range of 0.3 pc to 1 pc

with an average of 0.66 pc (� = 0.12 pc). This seems to indicate that one cannot infer the probability of

multiplicity based on clump size alone.

Clump mass is also an interesting parameter to examine for correlations with the multiplicity since

mass can have an important e�ect on the gravitational stability of a clump. The clump masses, Mclump

are estimated by assuming the dust is optically thin and that the total clump mass is proportional to the

integrated �ux density measured over the source:

Mclump =
S�d2

��B�(Tdust)
(2.1)

where S� is the integrated �ux, d is the distance to the source, �� is the dust opacity per unit mass col-

umn density at wavelength, and B�(Tdust) is the Planck function at wavelength � and dust temperature

Tdust. We adopt the canonical gas-to-dust ratio of 100 and take �� = 0.1(250�m/�)� cm2 g�1 (Sandell

& Sievers 2004) and � = 2. Figure 2.7 shows, however, that there is no clear correlation between clump

mass and the multiplicity. While the small number statistics in the higher multiplicity bins again a�ect the

interpretation, it is clear that PLW clumps with multiplicity of 2 and 3 have a similar mass range as those

that are monolithic. Therefore, PLW clump mass is also not a good indicator of the fragmentation probability.

We also investigate correlations between the density of the PLW clumps and the multiplicity. Here, the

densities are determined from the masses calculated above and assuming that the clumps are spherical i.e.

� = Mclump/ 4�
3 R3�mH, where � is the mean mass per particle and assumed to be 2.8 (Kau�mann et al.,

2008), and mH is the atomic hydrogen mass. The clump radii are those from our previous calculation (i.e.

Figure 2.6). Figure 2.8 shows the density histogram of the PLW clumps for monolithic clumps (multiplicity

= 1; red) and for clumps with a multiplicity > 1 (blue). The �gure shows that above a threshold density

of �105 cm�3 all the clumps have multiplicity > 1. Again, the interpretation is hampered by small number

statistics, but it may suggest that above this density, given the typical temperatures in these clumps, gravity

forces the clumps to fragment (i.e. Jeans fragmentation).

The results discussed so far suggest that, while there is no correlation between multiplicity and PLW

clump mass or radius, there may be weak trends with �ux and density. PLW clumps with densities greater
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Figure 2.9: (Red triangles) The pixel-by-pixel ratio of the brightness intensity (I450/IPLW) as a function of
the JPS 450�m pixel brightness at ‘ = 10�. The theoretical value of 1.40 given by Eq. 2.2 is shown as a
black horizontal line. The blue dashed line represents the best �t to the function 1:40 � (1 � e�bx), where
the �tted value of b is (10:1 � 0:1) � 10�4. The green asterisks show the same pixel-by-pixel comparison
if the pixels were twice as large (i.e., 23 arcsec). This is only shown for pixels brighter than 2000 Jy. This
larger pixel size is adopted to decrease scatter in the plot due to pixel registration mismatches between the
two datasets.

than 104 cm�3 seem to always fragment into smaller clumps (although the statistics are poor), and PLW

clumps with integrated �ux greater than 50 Jy, have a 50% chance of fragmenting (and all PLW clumps with

an integrated �ux of > 200 Jy have a multiplicity > 1). Since the masses, luminosities, densities, etc. of the

smaller fragments are likely to be signi�cantly di�erent than those of the larger, progenitor clumps, it will

be important to determine if the SFE in the smaller clumps is signi�cantly di�erent as well. In other words,

are the global star formation parameters inferred from the Galaxy-wide Hi-GAL catalogues accurate? Or

do they need to be corrected? This is the subject of the Chapter 3, Paper II in this series (Tahani et al.,

2019), where we �t SEDs to the fragments, determine their physical parameters, and compare the inferred

star formation activity in the fragments to the Hi-GAL results for the PLW clumps.
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Figure 2.10: Same as for Figure 2.9 except at ‘ = 30�. The best �t parameter (b) is (8:8� 0:1)� 10�4.

2.3.6 Comparison Between the PLW and JPS 450 Datasets

Calibration of the Herschel suite of instruments is well-understood (e.g. Bendo et al., 2013; Gri�n et al.,

2013; Balog et al., 2014). However, calibrating the JPS 450�m data is a more di�cult problem due to the

atmospheric transmission at this wavelength, sky variability, and the uncertain beam shape (Dempsey et

al., 2013). Practically, comparing the JPS and the PLW datasets can address any possible issues with the

JPS 450�m calibration and potential �ux losses in JPS due to the spatial �ltering. Given the presence of

large-scale emission in the PLW data, it would be ideal if we could only consider isolated clumps, where

the e�ect of the large-scale emission and confusion with nearby clumps is minimized. However, this is not

practically feasible due to the small number of isolated clumps in these regions. In particular, we can only

identify two clumps as truly isolated in the PLW datasets. The �ux ratio (S450/SPLW) of these two clumps

found to be 1.28 & 1.39, respectively. Thus, we instead adopted a pixel-by-pixel comparison of the two

datasets. This requires both datasets to have the same pixel sizes and locations. While this method is not a

rigorous test of the calibration, it can reveal any obvious di�erences between the two datasets which might

be due to the calibration of the JPS 450�m data.

In the following analysis, in order to provide an exact match between the two datasets, we need to ensure

that the JPS data have the same pixel positions and sizes as that of the PLW, and also have the same

spatial resolution. To do so, we �rst �regrid� the JPS 450�m data so that the pixels are the same size as the
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PLW data (i.e. 11.5 arcsec) and on the same regular grid (i.e that the pixels in each map are aligned to the

same spatial coordinates). We then �smooth� the JPS data by convolving it with a Gaussian kernel of width

�FWHM = 34:1 arcsec so that the JPS data (�FWHM = 9:6 arcsec) have the same spatial resolution as the

PLW data (�FWHM = 35:4 arcsec).

In the brightest pixels, which occur in small spatial regions, probably associated with bright compact

sources, the contribution to the PLW emission from the large-scale structure (which is �ltered out in the JPS

data) is expected to be less important. Thus, in these pixels, the ratio of the peak brightness is expected to

approach the theoretical limit of a modi�ed blackbody, given by the equation:

B450

B500
=
�
�450

�500

�3+� �eh�500=kT � 1
eh�450=kT � 1

�
; (2.2)

where B is the radiation intensity at the two wavelengths, � is the frequency, � is the dust opacity index

factor, and T is the dust temperature. Considering a �typical� value of � = 2.0 in GMCs (Hildebrand, 1983;

Sadavoy et al., 2016), this ratio can be shown to be in the range of 1.2-1.4 (for temperatures in the range

10 < T < 20K). We adopt 1.40 as the theoretical ratio for the brightest pixels, since these regions are

expected to have a higher temperature.

Figures 2.9 and 2.10 show the ratio of the brightness intensity (I450/IPLW) as a function of the JPS 450�m

pixel brightness in the regridded maps in ‘=10� & ‘=30�, respectively. Here, I is de�ned as the pixel bright-

ness intensity with units of MJy/Sr in each pixel. The theoretical value of 1.40 given by Equation 2.2 is

shown on the plots by a black horizontal line. The decrease in I450/IPLW in pixels with lower JPS 450�m

intensity is expected due to the absence of large-scale emission in the JPS data. Since large-scale emis-

sion does exist in the PLW pixels, the intensity ratio is arti�cially suppressed in regions/pixels where the

JPS 450�m intensity is low. The large scatter at ‘ = 10� is partially due to a mismatch in the positional

registration of the brightest pixels. i.e. the brightest position in a clump is often shifted by one pixel when

one compares the datasets side-by-side. Since we �rst regrid the JPS data onto the same grid as the PLW,

the pixels should be aligned in space. Therefore, if this mismatch were due to a simple pointing error, the

position shift should be the in the same direction every time. However, it occurs in random directions. It

is possible that there are small pointing errors in either the JPS or the PLW data (or both) but since both

of these data were taken in scanning modes that vary their directions, when the observations are reduced

by their respective pipelines, these pointing errors may occur in random directions - making it impossible to

correct. The scatter due to this mismatch is expected to decrease if we regrid the datasets to a larger pixel
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size. As expected, doubling the pixel size to 23 arcsec results in less scatter in the plot. This is shown by

the green asterisks in Figure 2.9, which are only displayed for pixels with PLW �ux greater than 2000 Jy to

avoid confusion.

At ‘ = 30� there is less pixel registration mismatch between the two datasets. Thus, in Figure 2.10 we

observe less scatter in the pixel to pixel ratio. However, the six brightest pixels - all from the same clump

- have a signi�cantly higher brightness ratio than the expected value of 1.4. These pixels are shown by the

hollow black triangles in Figure 2.10. The clump hosting these pixels is known as MM1 and is located at

‘ � 30:818� & b � �0:056�. This clump has previously been identi�ed as a massive star-forming region

(e.g. Herpin et al., 2012; Louvet et al., 2014; Jacq et al., 2016). Given that this source is saturated in both

the PSW and the PMW (short and medium wavelength) Hi-GAL bands, we cannot determine whether this

abnormally high �ux ratio is due to slight saturation in one or both of our observations, or due to some

unknown physical e�ect. Ignoring the six abnormal pixels at ‘ = 30�, both plots (Figure 2.9 & 2.10) converge

to the assumed value of 1.40. This suggests that the SCUBA-2 data are, indeed, well calibrated.

In the case of no atmosphere and no suppression of large-scale emission, the pixel to pixel ratio in lower

brightness regions would be expected to be that predicted by Eq. 2.2 as well. The observed ratio, however,

decreases with decreasing 450�m �ux. This is due to the additional bright background emission in the

PLW data, which is not present in the 450�m images. In the brightest regions, where missing �ux at 450

should be the least problematic, the theoretical 450�m/500�m �ux ratio for dust at 20K with � = 2 is 1.4.

Thus, we �t the data to an exponential function that allows us to set this value as a limit in the brightest

regions. Using a functional form of f(x) = 1:40 (1 � exp(�bx)) we found the best �t to the data to be b =

(10:1 � 0:1) � 10�4 & (8:8 � 0:1) � 10�4 at ‘=10� & ‘=30�, respectively. These �ts are shown by a blue

dashed line in Figures 2.9 & 2.10.

Therefore, in the brightest regions we �nd no evidence of any �ux losses caused by the observation and

reduction methods used in acquiring the SCUBA-2 data. However, these bright pixels are probably associ-

ated with compact sources in which SCUBA-2 is able to fully recover the �ux. There could still be reduced

JPS 450�m �uxes in the fainter, extended emission associated, e.g., with �lamentary structures. The miss-

ing �ux in the fainter dust is clearly seen in Figures 2.9 & 2.10 which provide an estimate for the amount

of missing large-scale emission in the JPS 450�m data. The exact spatial scales �ltered by these data is

investigated in more detail in Section 2.3.8.
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Figure 2.11: The �ux ratio (S450/SPLW) of the associated clumps versus the clump integrated �uxes in the
JPS 450�m data. Blue dashed lines represent the expected 5-� error assuming the average error of the 0.1 Jy
& 2 Jy for the clumps in the JPS 450�m & the PLW datasets.

2.3.7 Flux Comparison of the Clumps in the PLW and JPS 450 Datasets

Given that the cutex algorithm is speci�cally designed to �nd the integrated �ux of a candidate clump above

a variable background, the extracted �uxes from both algorithms are technically comparable. However, the

di�erence in resolution of the two datasets means that the source �uxes cannot be directly compared without

accounting for the di�erent resolutions. We do so by adopting the aperture-correction method described by

Nguyen Luong et al. (2011):

Fcorrected = FPLW

q
< Source Size450�m >2 �(BeamSize)2

450�m
p
< Source SizePLW >2 �(BeamSize)2

PLW
; (2.3)

where FPLW is the measured �ux in the PLW band and <Source Size�> is the FWHM size of the clump

measured at a particular wavelength and Beam Size� is the resolution of the telescope at that same wave-

length. As a result, the PLW source �uxes are scaled to those of the JPS 450�m. Accounting for this, we

expect the ratio of the source integrated �uxes from the two datasets (S450/SPLW) to follow the theoretical

prediction given by Equation 2.2, (i.e., 1:4). Where S is the integrated �ux of the clump in units of Jy. The

average of the integrated �ux ratio (S450/SPLW) for the clumps identi�ed in both datasets is 1:44� 0:67, in

agreement with the predicted value.
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Figure 2.11 shows the integrated �ux ratio (R = S450/SPLW) of clumps identi�ed in both datasets, versus

the observed integrated �ux of the clumps in the JPS 450�m data. While the plot shows large scatter in this

ratio for fainter clumps, the observed scatter is consistent with the theoretical error analysis. The expected

5-� error of the �ux ratio from the theoretical value of the �ux ratio (i.e. 1.4) is shown by the blue dashed

lines. The error of the integrated �ux ratio (�R) is calculated assuming the average error values in each cat-

alogue (i.e., <�S450> & <�SPLW>). The average error of the integrated �uxes in the PLW source catalogue

is 2 Jy, and that in the JPS 450�m catalogue is 0.1 Jy (Table E.1). Given that the value of the error of the

integrated �uxes in Jy depends on the area of the clump (as well as the source extraction algorithm), two

clumps with the same size are expected to have roughly the same error (�S). As a result, a larger percentage

error (�S=S) can be expected for fainter clumps. This explains the larger scatter in the plot toward the lower

values of the integrated �uxes. Figure 2.11 also shows a number of �outliers� between S450 � 50 Jy and 200

Jy that fall outside the 5-� envelope. These points all correspond to clumps located in regions with bright,

extended emission (seen in the PLW data). Thus, the �ux ratios for these clumps may be heavily a�ected

either by the fact that this extended �ux will be suppressed in the JPS data, or by incorrect subtraction of

the PLW background by cutex.

Excluding the outliers, since most of the points in Figure 2.11 fall within the 5-� error envelope sur-

rounding the theoretical limit of 1.4 and the average value of the �ux ratio is 1:44�0:67, it suggests that the

�ux ratios of the clumps are consistent with this theoretical value. This implies that the JPS 450�m data is

well calibrated for compact sources. In addition, in the integrated �uxes reported by the cutex algorithm,

in most cases, the variable background is subtracted remarkably well.

2.3.8 Spatial Filtering of Large-Scale Structure

Large-scale structure is removed from the JPS 450�m data during the data-reduction procedure. This step

is essential in order to eliminate the presence of the variable atmosphere. However, in order to quantita-

tively study the amount of missing �ux at di�erent spatial scales, we need to somehow recover the large-scale

emission. While this is not feasible by using only JPS 450�m, we can use the PLW data to address this issue.
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Figure 2.12: The large-scale emission as recovered by subtracting the �ltered map from the original PLW
map, at ‘ = 10� (left) & ‘ = 30� (right). The �ltered map is produced by processing the PLW data through
the SCUBA-2 Pipeline. The overlaid contours highlight regions with most of the emission. Contours range
from 0 to 1500MJy/Sr in the steps of 100MJy/sr.

Figure 2.13: Examples of JPS 450�m maps without any missing large-scale �ux. Maps are produced by
overlaying the existing JPS 450�m data (red), on top of the recovered large-scale structure map (blue).
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2.3.8.1 Processing PLW Data through the SCUBA-2 Pipeline

The absence of large-scale structure in the JPS 450�m images is due to the removal of atmospheric e�ects as

the data runs through the Pipeline. Therefore, running the PLW map through the same SCUBA-2 Pipeline

should also result in �ltering the large-scale structure. Thus, we can gain insight into the amount of the

missing large-scale emission in the JPS 450�m data by examining the large-scale structure removed from the

raw PLW data as we process it through the SCUBA-2 Pipeline. To do this, we apply the method adopted

by (Sadavoy et al., 2013), which produces a �ltered PLW map that includes only emission on the same pixel

size and spatial scale as the JPS 450�m (see Appendix A.1 for the reduction parameters). The large-scale

structure itself can then be recovered by simply subtracting the �ltered map from the original PLW map.

This is presented in Figure 2.12 for ‘ = 10� & 30�.

For purely aesthetic reasons, in Figure 2.13, we present maps of the JPS 450�m data (red), overlaid on

the recovered large-scale structure maps (blue). These maps essentially illustrate how the JPS 450�m data

would appear if there were no atmosphere in front of SCUBA-2 and, hence, no missing �ux at large scales.

While these maps are useful to qualitatively visualize the missing large-scale �ux, a power-spectrum analysis

is required for a quantitative analysis.

2.3.9 Power Spectrum

2.3.9.1 PLW band versus the JPS 450 � m

A Power Spectrum describes the distribution of power in the frequency domain via a Fourier transform.

Taking the power spectrum of our data reveals the spatial frequencies at which most of the power is emit-

ted. In our analysis the frequency space is a non-physical term that is related to the spatial scale. Given

the way we perform the Fourier transform, the maximum possible frequency is restricted by the smallest

spatial scale in the data (i.e. the pixel size). Since the pixel size is known, we can correlate the frequency

domain of the power spectrum to the physical (angular) sizes contained within the data, see also Appendix B.

We perform a power spectrum computation of the PLW (Figure 2.1) and the JPS 450�m maps (Figure

2.2). The power spectra of these two maps are presented in Figures 2.14 and 2.15 for the PLW and the

JPS 450�m, respectively. The data points from the two Galactic longitudes are distinguished by red circles

for ‘ = 10�, and blue triangles for ‘ = 30�. The lower x-axis of the plots represents the spatial frequency

domain (n) of the Fourier transform and the upper x-axis is the corresponding angular size in arcminutes.
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Figure 2.14: Power spectra of the PLW data. The lower x axis represents the spatial frequency (n) of the
Fourier transform and the upper x axis is the corresponding angular size of the structures in the data (in
arcminutes). If the structures are Gaussian in shape, then the upper x axis re�ects the FWHM of the
structure.

The calibrated upper scale corresponds to the FWHM of Gaussian structures (like the clumps in our data).

In order to con�rm that our power spectrum method correctly recovers the sizes of various real structures

in the data, we tested our method on a series of simulated datasets containing structures with a variety of

known sizes (ranging from the pixel size to the map size) and di�erent shapes (i.e. Gaussian, circular, &

rectangular �clumps�). The power spectrum plots of some of these simulations are presented in the Appendix

C. In all cases, we found excellent agreement between the real sizes of the input test structures and those

recovered via the power spectra.

In the power spectrum plot, the y-axis is a measure of the cumulative amplitude of wave components

at the relevant frequency, however, the absolute scale is arbitrary. Given this arbitrary vertical scale, we

can normalize the power scales at the frequency corresponding to the average size of a clump in each �eld

(determined in Section 2.3.3) which is 60 arcsec for the PLW data and 28 arcsec for the JPS 450�m data.

This is true, to within 15 percent, at both Galactic longitudes. We adopted this method since the power

spectra for the two Galactic longitudes have di�erent vertical o�sets.

In this section we only present the power spectra of the observed PLW and JPS maps, however, the power

spectrum of secondary data products (i.e., the large-scale emission map and the residual map) is presented
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Figure 2.15: Same as for Figure 2.14 except for JPS 450�m data.

in Appendix D.

Figure 2.14 shows the power spectra of the PLW maps at ‘ = 10� (red circles) & ‘ = 30� (blue triangles).

Both plots have broad local peaks at � 1 arcmin, which matches the average (FWHM) clump size reported

by Molinari et al. (2016) in these regions. The relative �atness of these plots toward the left (larger scales)

indicates the presence of a signi�cant amount of large-scale structure, on all scales up to the size of the

map itself (i.e. no preferred scale) (see Figure C.1). Relatively higher power at ‘ = 30� than that of the

‘ = 10� is expected since this behavior can be visually seen in the large-scale emission maps (i.e., there is

more extended emission at ‘ = 30� than there is at ‘ = 10� - Figure 2.12). The large-scale emission is also

responsible for the large increase in the leftmost data point at both longitudes (see Figure C.4). Since the

sum of the emission from all pixels that are not located in an identi�ed clump (i.e., � 8�104 Jy) is ten times

higher than the sum of the integrated �uxes of the all the identi�ed clumps (i.e. � 8�103 Jy), we expect the

power spectrum to scale accordingly. In Figure 2.14 the right side of the plot is restricted to the telescope

resolution since objects with sizes smaller than this would not be distinguishable in the PLW observations.

The continuous increase of the power from the resolution of the telescope to the average clump size at �

60 arcsec suggests that clumps are the dominant structures in this size range.

Figure 2.15 shows the power spectrum of the JPS 450�m at ‘ = 10� & ‘ = 30�. These two plots peak at
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� 0.5 arcmin indicating the typical size of the structures in the data. These peaks also match the average

clump size (Re�� 28 arcsec) of the JPS 450�m data as reported in Table E.1. These structures tend to be

smaller than those observable in the PLW data (i.e., 1 arcmin) due to the di�erent resolutions of the two

telescopes. Similar to Figure 2.14, the right side of Figure 2.15 is limited to the resolution of the telescope

(i.e. 9.6 arcsec). The continuous rise of the power to the peak of the plot reveals that clumps with sizes

greater than the beamsize exist, but most of the structures have scales of 28 arcsec, which is also equivalent

to the average clump size found via FellWalker.

In contrast to Figure 2.14, however, the JPS 450�m data shows a clear decrease in power towards the

left, indicating the loss of structure on scales greater than 0.5 arcmin. However, since the points do not

diverge until sizes greater than � 1 arcmin, for sizes larger than this we �t a power law (a �xb) to each graph,

where x is the angular scale size and a & b are �tted parameters. At ‘ = 10� the best-�t parameter values

are a = 0:74� 0:03 & b = �1:23� 0:09, while at ‘ = 30� we �nd a = 1:03� 0:08 & b = �0:54� 0:12. The

di�erence in slope between the two galactic longitudes is expected since visual inspection of the PLW maps

reveals that there is generally more large-scale emission at ‘ = 30� than there is at ‘ = 10�. Source crowding

in the ‘ = 30� �eld is also signi�cantly higher than at ‘ = 10� and may contribute to the excess low-frequency

signal in the former region. The values of b can be compared to those reported for the power spectrum of

a random noise �eld in Appendix C, in which a power-law �t to the power spectrum results in b = �2 (see

Figure C.2). Since the uncorrelated pixel noise in the test has a single spatial scale (equal to that of a single

pixel), the power spectrum of any data with a sharp upper-scale cuto� will have a power-law slope at larger

scales in which b approaches �2. This is con�rmed by the single-bright-pixel test in Figure C.3 and by the

low-frequency slope in Figure C.1. Because the absolute values of b at ‘ = 10� and ‘ = 30� in Figure 2.15

are smaller than this, there must be real power on scales larger than 1 arcmin in these data. This indicates

that there is real emission (or possibly correlated noise) at these larger scales. In addition, fact that in both

regions, the power remains fairly �at out to � 1 arcmin suggests that our SCUBA-2 observations at 450�m

fully recovers the �ux up to scales this large.

2.3.9.2 Power Spectrum of the JPS 850 � m Data

The power spectrum analysis of the JPS 450�m and its comparison to that of the Hi-GAL data allows us

to determine the amount of missing �ux in SCUBA-2 450�m observations. However, since most of the

JPS data has been taken at 850�m, it would be extremely useful to quantify the amount of missing �ux

at this wavelength as well. Figure 2.16 shows the normalized power spectrum of the JPS 850�m data for
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Figure 2.16: Same as for Figure 2.14 except for JPS 850�m data.

the same two regions of the Galaxy. The overall shape of the JPS 850�m power spectrum resembles that of

the JPS 450�m data (Figure 2.15) and, in fact, peaks at similar size scales (� 0:5 arcmin) and also remains

fairly constant up to � 1 arcmin regardless of the fact the beam size is larger at 850 �m. This suggests that

the JPS 850�m data also loses sensitivity to �ux at similar spatial scales as the 450�m observations.

Fitting a power law of the same form as used for the 450�m data (i.e. a�xb) to the angular scales (x)

greater than 1 arcmin. At ‘ = 10� the best-�t parameters are a = 0.95�0.03 & b = -1.17�0.09, while at ‘

= 30� we �nd a = 0.93�0.03 & b = -0.81�0.06. Within the errors, the slope of the drop in power (b) is the

same at 450 and 850 �m at ‘ = 10�, whereas the power drops more rapidly in the 850 �m observations at

‘ = 30�. At 850 �m the absolute value of the slope parameter (b) is also less than the slope of uncorrelated

random noise (i.e. -2). This indicates the presence of real emission (i.e. large scale structures) on scales

larger than 1 arcmin, although the telescope sensitivity to these scales is diminished.

The di�erence in slope between the two galactic longitudes is, again, expected since there is more large-

scale emission at ‘ = 30� than there is at ‘ = 10�. This di�erence in slope, however, implies that the

amount of power missing from SCUBA-2 observations as a function of scale depends critically on the actual

amount of structure present in the region at that scale. This means that is not possible, from the SCUBA-2

observation alone, to determine how much power is lost at each scale and correct for it. However, both the
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Figure 2.17: Same as for Figure 2.14 except for the SCOPE data.

450 and 850 �m power spectra show that this divergence in slope does not occur until the scales exceeds

� 1 arcmin, where the power is still unity. Thus, we suggest that JPS observations at both wavelengths fully

recover the �ux from all structures smaller than � 1 arcmin. The JPS loses sensitivity to structures larger

than this, but the amount of �ux loss depends on the true amount of large-scale structure present.

2.3.9.3 Power Spectrum of SCOPE data at 850 � m

In order to ensure that our power spectrum analysis is not dependent on the observational mode (i.e. pong

3600) and data reduction pipeline employed by the JPS, we also performed the same power spectrum on

randomly chosen archival data from the JCMT SCOPE survey (SCUBA-2 Continuum Observations of Pre-

protostellar Evolution). The data were selected from the �eld PCC288, observed with the Pong1800 mode

and reduced with the SCOPE team’s pipeline. Figure 2.17 shows the power spectrum of these data. Although

the power spectrum is a bit noisier due to the characteristics of the SCOPE data, Figure 2.17 nevertheless

again shows power loss at the scales larger than 1 arcmin. Therefore, we suggest that SCUBA-2 fully recovers

the �ux from structures smaller than � 1 arcmin regardless of wavelength or observing mode. The power-law

�t parameters are also shown on the plot. The parameter b is -1.77; closer to -2 which is in agreement with

the noisier characteristics of the data.
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2.4 Summary

We present the �rst data comparison between Hi-GAL at 500�m (i.e. PLW band) and the JPS at 450�m.

The data were taken as part of the Hi-GAL and the JPS surveys of the Galactic Plane. To avoid the noisy

edges of the observed JPS �elds, analysis is performed in a circular region with a radius of 0.6� centered at

RA: 18h 09m 10.19s Dec: -20� 070 24.600 for ‘ = 10�, & RA: 18h 47m 31.70s Dec: -01� 560 32.000 for ‘ = 30�,

respectively.

The compact-source extraction for the JPS 450�m is carried out using the FellWalker (FW) algorithm

(Berry, 2015). However, the Hi-GAL catalogue (Molinari et al., 2016) adopted for the work represented,

here, uses cutex (Molinari et al., 2010a) for the source extraction. While it is ideal to apply the same

algorithm to both datasets, our simulations (see also Figure 2.3) reveals that FW is more robust than cutex

in noisier environments, such as JPS 450�m. Thus, in this chapter we adopt FW to extract the JPS 450�m

clumps, while cutex is still used for the Hi-GAL data.

Given the higher resolution of the JPS 450�m observations we were able to determine the number of

clumps identi�ed in the Hi-GAL 500�m data, that are actually composed of multiple, smaller clumps. This

clump multiplicity (essentially a measure of the fragmentation of the PLW clumps) is important, since

the physical properties derived from SED �tting to what was assumed to be a single clump (i.e., luminos-

ity/mass/density/temperature) will be incorrect if the entity being �tted is actually composed of multiple

clumps. At ‘ = 10�, we �nd 50 of 140 clumps are multiple in nature, providing an overall multiplicity factor,

mc, of 0.35. At ‘ = 30�, 51 of 217 clumps are seen to fragment in smaller clumps ( mc � 0.23). To see if the

Hi-GAL data hold an ability to predict which clumps are actually composed of smaller fragments, we have

investigated possible correlations between PLW �ux, radius, mass, and density. While there is no apparent

correlation with radius or mass, there are weak trends with �ux and density. PLW clumps with densities

greater than 104 cm�3 seem to always fragment into smaller clumps (although the statistics are poor), and

PLW clumps with integrated �ux greater than 50 Jy, have a 50% chance of fragmenting (and all PLW clumps

with an integrated �ux of > 200 Jy fragment).

A pixel-by-pixel comparison between the PLW 500�m and JPS 450�m data reveals that in small, bright

regions where missing large-scale emission is not an issue, the brightness ratio (I450/IPLW) is close to the

preferred value of 1.40 (Equation 2.2). This suggests that the SCUBA-2 is quite well calibrated. The pixel-

by-pixel comparison also provides an estimate of the missing large-scale emission in the SCUBA-2 data as a
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function of the pixel brightness of the JPS 450�m data. Figures 2.9 & 2.10 show the ratio of the brightness

intensity (I450/IPLW) as a function of the JPS 450�m pixel brightness at ‘ = 10� & ‘ = 30� respectively.

The observed ratio decreases exponentially with decreasing the 450�m �ux, due to the presence of the atmo-

sphere in this band. The ratio is estimated with the function of the form 1:40 (1�exp(�bx)). The parameter

b is determined to be (10:1� 0:1)� 104 & (8:8� 0:1)� 104 at ‘ = 10� & ‘ = 30� respectively.

In addition to the pixel-by-pixel comparison, we also investigate the integrated �ux ratio (S450/SPLW)

of the associated clumps in the two datasets. The expected value (i.e. 1.4) is within the error bars of the

integrated �ux ratio. This is an additional evidence suggesting good calibration for compact sources in the

JPS 450�m dataset.

The amount of missing �ux in the JPS 450�m data at di�erent spatial scales is investigated quantita-

tively via a power spectrum analysis. Our work suggests that observations with SCUBA-2 are, in general,

able to fully recover the �ux for structures with sizes smaller than � 1 arcmin. For sizes larger than this,

the amount of missing �ux seems to depend on the amount of structure that actually exists at these larger

scales. Thus, from SCUBA-2 data alone, it is not possible to say how much �ux is �missing� at a particular

size scale, versus how much was not present to begin with.
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Chapter 3

Paper II

The Effect of the Clump Multiplicity on Star For-
mation Efficiency: A Comparison of Herschel /Hi-
GAL and JCMT/JPS Observations at ‘ = 10� and 30�

This chapter re�ects the results and analysis of the second, and the �nal, paper of this thesis. The �nal

version of the Paper will be submitted to the Monthly Notices of the Royal Astronomical Society (Tahani

et al., 2019).

In the �rst paper of this series (Tahani et al., 2018) we focused on a comparison between the Hi-GAL

500�m (PLW) data and the JPS 450�m data. One of the results of the �rst paper is that, with the aid

of the higher resolving power of the JPS 450�m band, we �nd that � 30% of the Hi-GAL clumps have

fragmented into multiple smaller clumps. While the properties of the PLW clumps have been extensively

studied previously via Spectral Energy Distributions (SED, e.g. Elia et al., 2017; Elia & Pezzuto, 2016;

Urquhart et al., 2013, 2014; Eden et al., 2015, 2017), it is unclear how the star formation properties derived

from these studies are a�ected when one explicitly considers the smaller fragments, rather than treating a

clump as a single monolithic, entity. This is one of the main subjects of this chapter. We will also determine

the Star Formation E�ciency in two di�erent regions of the Galaxy to investigate if it is di�erent, in these

two di�erent environments and, if so, why.
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3.1 Introduction

As described in Chapter 1, clumps in star forming regions can be considered to be radiating as modi�ed

black bodies; often referred to as gray bodies. As the star forming regions evolve, the characteristics of their

emission will change, primarily due to changes in the temperature and the fact that the observed emission

will be a combination of the embedded protostar, the disk, and the surrounding dense core envelope. Thus,

the radiation intensity as a function of wavelength is expected to change by the evolution of the clump. A

plot of radiative �ux (F�) versus the wavelength (�) is called the Spectral Energy Distribution (SED).

Theoretical models that predict the shape of the SED based on the components of the star forming region

(e.g. protostar, cores, envelope) can be used to determine its physical properties (i.e. temperature, mass,

luminosity). These properties are vital to study the e�ciency with which star forming regions convert their

mass into stars. This is de�ned as Star Formation E�ciency (SFE), the importance of which is discussed

in the following section (Section 3.2). In Section 3.3 we explain the observations and the data used in this

Chapter. In Section 3.4 we combine data from complementary catalogues and build a multi-wavelength

photometric catalogue star forming clumps. This is followed by an explanation of our SED �tting algorithm.

In Section 3.5 we discuss and introduce the Monte-Carlo simulation used to determine the SFE of each of

the sources. This provides us with the ability to investigate how the SFE changes if the clump fragmentation

is taken into account. Finally, we show how the SFE changes from one region of the sky to the other by

comparing the result from the two galactic longitudes of ‘ = 10� & 30�.

3.2 Star Formation Efficiency

As described in the Introduction (Chapter 1) molecular clouds collapse into �laments, clumps and cores.

Within the clumps and cores, gravity attempts to assemble the material into stars, whereas radiative and

mechanical processes (e.g. radiation pressure, out�ows from stellar winds, shocks, magnetic �elds, turbu-

lence, etc.) resist this process (Dale, 2015). Over time, these processes ultimately disperse cloud material

and suppress or halt star formation. The detailed e�ects of these mechanisms on star formation and how,

precisely, they provide the destructive feedback are still unclear.

While the details of the star formation process are still uncertain, in a broad sense, the dynamical evolution

of a stellar cluster can be parameterized by one essential quantity, the Star Formation E�ciency (SFE) (e.g.,
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Geyer & Burkert, 2000; Boissier et al., 2001; Krumholz & McKee, 2005; Dib et al., 2006; Parmentier & Fritze,

2009; Dib et al., 2011). In general, the SFE is commonly de�ned as the fraction of gas and dust which is

converted into stars

SFE =
Mcluster

Mgas +Mdust +Mcluster
=

Mcluster

Mclump +Mcluster
(3.1)

where Mcluster is the mass of the stars produced, Mgas is the total gas mass in the clump, and Mdust is the

total dust mass in the clump. Mgas+ Mdust =Mclump is the total clump mass (ignoring the embedded stellar

population).

However, for the earliest stages of star formation when the amount of accretion onto the protostellar

cluster is small, this equation is reduced to:

SFE �
Mcluster

Mclump
Mclump � Mcluster (3.2)

The SFE, therefore, is directly related to the mechanism of how nature turns interstellar matter into stars

and how e�cient this process is, regardless of what the resistive processes actually are or how they operate. A

low SFE would suggest that these resistive processes are important in regulating the star formation process,

whereas a high SFE suggests that gravitational collapse dominates over everything else.

Examining the SFE in a variety of di�erent regions distributed throughout the Galaxy, therefore, pro-

vides insight into how star formation may be a�ected by environment. It also allows us to address some very

speci�c questions such as: Is the SFE constant in the Galaxy or does it change from region to region? Is

it a�ected by Galactocentric distance? By metallicity? By the presence or absence of an external radiation

�eld? Does the SFE change with the mass of the cluster being produced (i.e. do stellar clusters which forms

massive stars have a higher SFE)? By studying the spatial distribution, location, and physical conditions of

the clumps (mass, size, temperature, etc) and the luminosity of the embedded population of stars, we will

study the e�ect of environment on the star formation e�ciency in two di�erent regions of the Galaxy: at

‘ = 10� and ‘ = 30�.
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Table 3.1: Central wavelength, spatial resolution, and pixel size of the data used in this thesis - Herschel
PACS and SPIRE, JPS SCUBA-2, MSX, Spitzer/MIPS, and WISE (Molinari et al., 2016; Dempsey et al.,
2013; Egan et al., 2003; Wright et al., 2010; Gutermuth & Heyer, 2015).

Band wavelength Resolution-FWHM Pixel Size
�m arcsec arcsec

PACS, blue 70 8.44 3.2
PACS, red 150 13.50 4.5

SPIRE, PSW 250 17.9 6.0
SPIRE, PMW 350 24.2 8.0
SPIRE, PLW 500 35.4 11.5
SCUBA-2 450 9.6 2
SCUBA-2 850 14.6 4

MSX 21 18.4 -
MIPS 22 6 2.55
WISE 24 12 -

3.3 Observations

As described in Chapter 2 our data corresponds to two circular regions with a radius of �0.8� centered at

RA: 18h 09m 10.19s Dec: -20� 070 24.600 (‘ = 10:3059� & b = �0:2081�) called ‘ = 10�, and RA: 18h 47m

31.70s Dec: -01� 560 32.000 (‘ = 30:7578� & b = �0:0161�) called ‘ = 30�, respectively. In order to avoid the

larger noise closer to the edges of the tiles, we focus on the region within 0.6� from the center of each �eld.

However, in the current chapter, we need to incorporate data at a variety of di�erent wavelengths to extract

the physical properties of the clumps. Here, we again brie�y describe the primary data used in this thesis

(i.e. Hi-GAL and the JPS - see Chapter 2 for more details on the data, the data reduction procedure, and

the �elds observed) as well as the supplemental data from other telescopes.

Herschel/Hi-GAL Data: The Spectral and Photometric Imaging REceiver (SPIRE) abroad Her-

schel Space Observatory provides observations at Long/Medium/Short Wavelength at 500, 350, & 250�m,

respectively (hereafter, PLW, PMW, PSW, respectively). The Photodetector Array Camera and Spectrom-

eter (PACS) also provides data at 160 & 70�m (hereafter red, & blue bands, respectively). We speci�cally

used data from the Herschel Infrared GALactic plane survey (Hi-GAL) Key Project (Molinari et al., 2010a,b).

The central wavelength, spatial resolution, and inherit pixel size of the data (after data reduction) are re-

ported in Table 3.1.

SCUBA-2: The SCUBA-2 data at both wavebands of the JPS (i.e. 450�m & 850�m) are utilized in

the analysis in this chapter. The SCUBA-2 data have a higher resolution than that of the Hi-GAL bands
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at comparable wavelengths due to the diameter of the telescope (i.e. 15m for the JCMT versus 3.5m for

Herschel). The resolution and the pixel size of the JPS data are listed in Table 3.1. Given the availabil-

ity of the higher resolution data from the JPS 450�m (FWHM=9.6 arcsec), we exclude the PLW data at

500�m (FWHM=35.4 arcsec) to determine the e�ect of the clump multiplicity on the SED �ts to the sources.

While the full regions mapped are shown in Figure 2.1 & 2.2 for 450�m and 500�m only, Figure 3.1

shows a small portion of the data at ‘ = 30� from all �ve Hi-GAL bands, as well as both wavelengths of the

JPS data. The circle on each image represents the resolution of the data in each particular band. Cases of

pixel saturation are shown in blue (i.e. PSW band).

While the Hi-GAL and JPS observations well cover the wavelengths needed to �t SEDs to the cold

dust associated with the clumps/cores themselves (see Chapter 1), many of these clumps/cores already have

populations of embedded protostars which emit radiation at shorter wavelengths. This tends to produced

a secondary �hump� in the SED (see the SEDs for Class I and II objects in Figure 1.5). To separate the

emission from the embedded protostars from that of the cold natal gas/dust, we also need to incorporate

additional archival data. These data were taken from : the Wide �eld Infrared Survey Explorer (WISE), the

Midcourse Space Experiment (MSX), and the Multi-band Imaging Photometer (MIPS) instrument aboard

the Spitzer Space telescope. Relevant parameters for these data are also provided in Table 3.1.

3.4 Results: From Photometry to Physics

Spectral Energy Distributions (SEDs) can provide the physical parameters (i.e. temperature, luminosity,

mass, etc.) of a star forming region. However, in order to perform the SED �tting, we �rst need to identify

clumps in all the data sets and physically associate them with one another, and measure their integrated

�uxes.

3.4.1 Clump Identification & Association

In Chapter 2 we described the clump identi�cation and �tting method used for the Hi-GAL and JPS data (i.e.

cutex and FellWalker(FW) respectively). For the following analysis, we use the JPS 450�m and 850�m

clump catalogue presented in Chapter 2 (Table E.1 & E.2) and, for the 5 Hi-GAL bands, we adopt the clump

parameters tabulated in the single-band catalogue of Molinari et al. (2016). Given that one of the goals of
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Figure 3.1: Example of the dataset at di�erent wavelengths. Data are shown for a small region of the ‘ = 30�
�eld. The top two rows are Hi-GAL bands (70, & 160�m from PACS, 250, 350, 500�m from SPIRE). The
third row presents the JPS data at 450 & 850�m. The color bar on the right side of each panel shows the
intensity scale for each map. The circle on each map represents the beamsize (telescope resolution). The x
and y axes are galactic longitude (‘) and latitude (b) respectively, in degrees.

this thesis is to investigate the e�ect of multiplicity on estimates of star formation activity, our catalogue is

based on those JPS 450�m clumps that are identi�ed within the multiple PLW clumps (i.e. multiplicity of

2 or higher, Tahani et al. (2018); see Chapter 2). Thus, for every entry in our JPS 450�m catalogue we look

for counterpart Hi-GAL clumps (in all 5 bands) that have the same spatial positions (although we replace

the PLW 500�m data with the higher resolution 450�m JPS data). If we �nd source overlap in more than

one band we call these �associated clumps�. While, at �rst glance, this seems simple, in practice it is not.

The fact that Hi-GAL and the JPS use automated clump �nding algorithms to �nd and �t extended objects

(observed with a variety of di�erent resolutions), introduces complications.

The most straightforward method to associate a JPS 450�m clump with clumps detected at other wave-

lengths would be to look for Hi-GAL clumps whose peak �ux positions fall within the boundaries of a JPS

450�m clump. However, because of di�erences in pixel sizes, telescope resolutions, clump �tting algorithms,

and small pointing errors, this is not always feasible. In some instances, two clearly associated clumps, will

not register as associated using this kind of automated positional matching.

Figure 3.2 provides an example of such a positional mis-match in clumps that are clearly associated at

two di�erent wavelengths - JPS 450�m and PSW at 250�m. In this case, the brightest pixel in the PSW
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Figure 3.2: An example of a positional mis-match in two associated clumps. The image on the left provides
the JPS 450�m data with the blue square indicating the position of the brightest pixel, and the one on the
right shows the PSW image at 250�m with the green square showing the position of the brightest pixel.
In both images, the blue ellipse shows the position and size of the JPS 450�m clump as determined from
FellWalker and the green ellipse the size and position of the PSW clump as determined from CUTEX.

image (green pixel on the right image) falls just beyond the boundary of the JPS clump (blue ellipse) and a

simple automated routine would not identify these clumps as being physically associated. In order to tackle

this issue in an automated way, we relax the positional matching requirement for the JPS 450�m data by

allowing some �wiggle room� in the size of the clump. More precisely, we couple the JPS spatial resolution

(9.6 arcsec) into the matching algorithm in such a way that the JPS clump at 450�m can have a size up to

a beamwidth larger than the size �tted by FellWalker. Thus, if a Hi-GAL clump has a peak �ux position

that falls within the boundaries of a JPS 450�m clump � 1 beamwidth, it is tagged as associated with the

450�m clump.

For the shorter wavelength supplemental data, the three missions have produced extensive and detailed

catalogues containing the �uxes and positions of all the infrared sources detected. In particular, we utilize the

21�m data from the Midcourse Space Experiment (MSX, Egan et al., 2003), the 22�m data from NASA’s

Wide-�eld Infrared Survey Explorer project catalogue (WISE, Wright et al., 2010), and the Multiband Imag-

ing Photometer for Spitzer catalogue (MIPSGAL, Gutermuth & Heyer, 2015), at 24�m. Thus, for every

entry in our JPS 450�m catalogue we also look for counterpart clumps/sources in these catalogues that have

the same spatial positions. Since the resolutions of these catalogues is comparable to, or higher than, that of

the JPS 450�m data, and emission at these wavelengths tends to be compact, it is fairly easy to associated

a MSX/MIPS/WISE source with a 450�m clump. They either fall within the clump boundaries of the
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Figure 3.3: Example of an �associated� clump that has been positionally matched across all datasets from
20�m to 850�m. Matching was performed via our automated algorithm and con�rmed via a visual inspection
like the one illustrated here. In all cases, the green ellipse corresponds to the size of the clump measured by
the various clump �nding algorithms. The color/�ux scale is di�erent for each waveband but, since we only
wish to illustrate the positional matching, color bars are not shown in this Figure.

clump at 450�m, or they do not. One complication with using these higher resolution data, however, is that

sometimes (< 15% of the time) the JPS 450�m clumps fragment into even smaller pieces when observed at

20�m. In such cases, we sum up the �ux from all the 20�m sources within the 450�m clump boundary and

use this combined �ux for subsequent SED �tting. Such a methodology is appropriate since, on these size

scales, we are likely witnessing the formation of stars in a single protocluster within these clumps, rather

than the formation of multiple protoclusters.

While the goal was to produce an algorithm that would be applicable to large datasets without hu-

man interaction, our clump catalogue is small enough that we can con�rm the behavior of the algorithm

manually. Thus, as a �nal sanity check, we visually inspect all the clumps to ensure that our algorithm

properly matches clumps across wavebands. In all cases, the algorithm correctly associated clumps across

all wavebands. Figure 3.3 shows an example of a clump matched across all datasets from 20�m to 850�m

and illustrates the robust behavior of our matching algorithm.

The end result of our clump matching procedure was a catalogue of 241 sources. However, to �t SEDs in

Chapter 3.4.3, we require �ux measurements at, at least, four di�erent wavelengths. Thus, we further cull

61



our clump catalogue by requiring a minimum of four wavelength entries. Table E.4 lists the remaining 82

associated clumps in what we call our Multiple Clump Catalogue. Columns 1 and 2 provide the ID numbers

from the Hi-GAL PLW and JPS 450�m catalogues. Columns 3-9 provide the corrected/scaled integrated

�uxes (see Section 3.4.2) for each of the additional wavelength observations (in Jy). An entry of N/A indi-

cates that no clump/source �ux exists at that wavelength. Due to a variety of observational issues not all

clumps have observations with all instruments/observatories.

Finally, in cases where there are no counterparts in the MSX/MIPS/WISE catalogues, we adopt the

background noise level from the WISE data at these shorter wavelengths. This allows us to better constrain

the SED �ts to the cold dust in Chapter 3.4.3.

3.4.2 Clump Fluxes and Correcting for Telescope Resolution

The source identi�cation and extraction techniques automatically measure the �ux for each clump, they also

result in di�erent clump sizes at di�erent wavebands. This generally happens due to two main reasons: a) the

di�erence in the spatial resolutions of the telescopes/instruments at di�erent wavelengths and b) a physical

dependence of the source size as a function of observational wavelength. This size-wavelength relation is

explained by the fact that colder dust, which dominates at longer wavelengths (e.g. 500�m) tends to be

further away from heating sources (i.e. the embedded protostars). Conversely, warmer dust which dominates

at shorter wavelengths, lies closer to the protostars. These source size di�erences, and their e�ect on the

measured �ux, need to be taken into account when comparing the clump integrated �uxes between di�erent

datasets.

In this thesis, the source size di�erences are corrected by adopting the aperture-correction method de-

scribed by Nguyen Luong et al. (2011) and Motte et al. (2010). Their method can be formulated as:

F�; corrected = F�

q
< Source Size450�m >2 �(BeamSize)2

450�m
p
< Source Size� >2 �(BeamSize)2

�

; (3.3)

where F�; corrected is the scaled or corrected �ux at wavelength �, F� is the measured �ux at wavelength �

(where � � 160 �m), <Source Size�> is the measured Full Width at Half Maximum (FWHM) size of the

clump at that wavelength, and Beam Size� is the Half Power Beam Width (HPBW) which is the resolu-

tion/beamsize of the telescope in the given band. This functional form arises from the assumption that our

clumps are approximately Gaussian in shape at all wavelengths, and so the ratio of the Flux at any two
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Figure 3.4: Example of an SED �t to the 20�m to 850�m data (black solid line) illustrating the importance
of scaling the �uxes. The black circles show the scaled �uxes in each band. The original (unscaled) �ux at
850�m is shown by the red circle and is an order of magnitude too high compared to the rest of the data.

wavelengths is equal to the ratio of their deconvolved source sizes. Equation 3.3, therefore, scales the �uxes

at all wavelengths to the beam deconvolved size of the clumps at 450�m. This choice of �ducial wavelength

is appropriate since cold dust tends to radiate most e�ectively at wavelengths longer than 160�m (70�m

often traces a mixture of cold dust from the clump, and the warmer dust directly heated by the embedded

protostars). In addition, our JPS 450�m data has the best resolution of all of our observations at wave-

lengths longer than 160�m (see Table 3.1).

Therefore, in order to scale the cold dust tracers in our clumps to the highest resolution data, we correct

the �uxes of each clump in bands with � � 160 �m according to Equation 3.3. The importance of this

aperture correction method for Hi-GAL data has been demonstrated by Nguyen Luong et al. (2011) and

Elia et al. (2017) and is illustrated in Figure 3.4. In Table E.4 the �uxes for � � 160 �m are corrected via

this method.
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3.4.3 SED Fitting

Once the photometric �uxes for all the associated clumps are assembled and scaled, it is possible to �t a gray

body function to the data points. The SED �t allows us to extract the physical parameters (i.e. temperature,

luminosity, mass) of each clump. However, given the evolutionary sequence of star forming regions, a two

component model may be required due to the presence of embedded stars in addition to the cold dust and

gas envelope. The peak of the cold component (c) of the SED is expected to occur at wavelengths greater

than 100�m due to the typical temperature of interstellar dust and gas (i.e. 8�20K). The source is classi�ed

as Class 0 if the �ux of the SED is undetectable at wavelengths � 20�m. However, if the source requires a

second warmer component (w) to the SED �t which peaks at shorter wavelengths (i.e. higher energies) the

source is classi�ed as Class I/II.

Our SED �tting function is adopted from Elia et al. (2017) to preserve the compatibility of this work

with that of theirs. The functional form is:

F� = [(1� e��c )B�(Tc)
c]c + [(1� e��w )B�(Tw)
w]w (3.4)

This is the classic solution to the equation of radiative transfer for emission from a black body or, in this case,

from two black bodies at two di�erent temperatures (labeled as c and w). F� is the observed �ux density at

frequency �. B�(T) is the Planck function at temperature T, and 
 is the source solid angle in the sky. The

c & w subscripts, respectively, represent the cold and warm components of the �t. 
c is directly inferred

from the observations, and is equal to the source area as measured by FellWalker at the reference wavelength

of 450�m. The modi�cation of the black body emission to produce a �gray body� comes in through the

optical depth (or opacity) of the dust which is parametrized as:

�� =
�
�o
�

��
(3.5)

where �o is wavelength at which the opacity is unity (i.e. ��o =1). So at wavelengths longer than �o the

opacity is lower, and the dust is optically thin (i.e. � < 1) and at shorter wavelengths the dust becomes more

and more optically thick (i.e. � > 1). � is the exponent of the power-law dust emissivity law (Giannini et

al., 2012; Elia & Pezzuto, 2016).

The �t of this gray body function to the scaled �uxes is performed by adopting a �2 optimization method.

More speci�cally, we use the mpfitfun algorithm implemented within the NASA library in IDL (Interac-
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tive Data Language). This algorithm uses the gray body function described above (Equation 3.4) and a

Levenberg-Marquardt least-squares method to �t to the scaled �uxes at each wavelength to this functional

form of the SED. The free parameters in this �t are the dust emissivity (�), the wavelength where the

opacity = 1 (�o), and the dust temperature (T) for both the warm and cold components, and 
w for the

warm component only (since 
c is provided by FellWalker - the clump extraction algorithm for the JPS

450�m data).

Given the limited number of data points available for each of the entries in our Multiple Clump Catalogue

(Table E.4), not all the parameters of the Equation 3.4 can be left as variables. Otherwise we have too many

free parameters and not enough data points. As a consequence, we adopt �=2, a typical value for the dust

emissivity in star forming clumps (e.g., Giannini et al., 2012; Sadavoy et al., 2013; Könyves et al., 2015).

We also set the parameter �w =1. This value is adopted because the warm component is expected to be

optically thick (since it corresponds to the smallest, densest region in the clump immediately associated with

the protostellar environment). This assumption does not alter the results of the �t to the long wavelength

(� 160 �m) data but is essential to allow the �2 minimization method to constrain the SED �ts. It has

also been shown that small changes in �w do not result in signi�cant changes in the SED �ts (Elia et al., 2017).

Thus, the remaining free parameters in the SED �tting procedure are Tc and �0 for the cold component,

and Tw and 
w for the warm component. Given the typical temperatures in the cold interstellar medium

prior to and during star formation, we can constrain Tc to a temperature range of 2.7�60K. For Tw, how-

ever, we allowed temperatures up to 200K. Figure 3.4 shows a sample of the SED �t while the rest of the

SED �ts are presented in Appendix F. The Levenberg�Marquardt algorithm adopted for the �tting proce-

dure requires initial guesses for the variables to be �tted (i.e. Tc, �0, Tw, 
w). The Levenberg-Marquardt

algorithm uses the gradient descent method to adaptively vary the parameters in order to determine the

minimum of the �2 function. The minimum is essentially where the derivative of the �2 function is zero

(using the Jacobian vectors to solve the derivative). However, if the initial guess is far away from the real

solution, it is possible for the algorithm to determine a local minimum of the derivative as a �nal solution,

resulting in an unacceptable �t. In such a case, in order to converge to the right solution (i.e. the deepest

minimum rather than a local one), it is necessary to change the starting input parameters and rerun the

algorithm. Once the the SED �tting was completed, we visually inspected all the SEDs to ensure the quality

of the �ts. If a �t was not reasonable (i.e. �2 � 10), the �tting procedure was repeated by repeatedly

changing the guess for the initial input parameters until it converged to a solution. The overall result of this

process is an SED that best �ts the scaled �uxes for each source, providing the total integrated �ux, and the
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dust temperature and wavelength dependent opacity of each component. Note that, in some cases, the SEDs

do not �t the 20�m datapoint very well (but �t the longer wavelength points and, thus, the cold component

quite well) and no amount of re-�tting was able to produce a better result. This may be due to cases where

the JPS 450�m clump is seen to be composed of smaller sources in the 20�m data (see Chapter 3.4.1) and

our decision to sum the 20�m �uxes. This procedure likely results in an overestimate of the real 20�m �ux.

The other possibility is that our assumption of �w = 1 in the warm component is invalid. In denser, more

evolved regions of star formation, dust is know to change its size, shape, and composition which changes the

value of � and can signi�cantly change the functional form of the opacity (e.g., Ossenkopf & Henning, 1994)

resulting in values of �w that are very di�erent from unity and can vary rapidly as a function of wavelength.

Therefore, using more appropriate values for these parameters in the warm component may result in better

�ts.

The SEDs further allow us to calculate the mass and luminosity of each clump. While the clump mass

and the luminosity do not appear explicitly in Equation 3.4 they can be derived from the SED �t parameters.

For the mass, we use the equation of (Pezzuto et al., 2012):

M =
�300�md2
c
�300�m

(3.6)

where d is the distance to the clump, 
c is the solid angle of the cold component of the source (i.e. the

cold, extended envelope of the clump), �300�m is the mass opacity coe�cient at a wavelength of 300�m, and

�300�m is the optical depth at 300�m. We adopt the value of �300�m =0.1 cm2 g�1 (Beckwith et al., 1990,

which already accounts for a gas-to-dust ratio of 100) to be compatible with the values used by Hi-GAL

(e.g., Könyves et al., 2015; Giannini et al., 2012; Elia et al., 2017). �300�m is calculated from Equation 3.5

and the value of �o determined from the SED �ts.

Luminosity can be calculated in a straightforward fashion from the standard relationship between lumi-

nosity and �ux:

L = 4�d2F (3.7)

The distances used in both calculations are the kinematic distances listed in the catalogue of Elia et al.

(2017). However, their catalogue does not provide distances to any of the clumps at ‘ = 10�. For this region,

we again adopt a constant distance of 4.5 kpc (Corbel & Eikenberry, 2004). In addition, 6 of our clumps at
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‘ = 30� do not have kinematic distances provided. For these clumps we adopt a distance of 5.5 kpc (Motte et

al., 2003). Tables E.5 and E.6 provide the results of the SED �tting. Table E.5 lists the 30 clumps that have

been classi�ed as Class 0 (i.e. no �ux at short wavelengths), and Table E.6 lists the 52 clumps classi�ed as

Class I/II. In both tables, the PLW and JPS clump identi�cation numbers are in the �rst two columns and

the last four columns list the clump Mass (M�), Luminosity (L�), distance (kpc), and radius (pc). In Table

E.5 the second column is the temperature of the cold component (Tc), whereas in Table E.6 the second and

third columns list the temperature of the cold (Tc) and warm (Tw) components respectively. The radius

in these tables is calculated from the observed source size (in arcsec) as extracted from FellWalker in the

JPS 450�m band and incorporating the distance. Negative values for the mass and the luminosity simply

indicate the absence of kinematic distances for these clumps.

The Mass and Luminosity in Tables E.5 and E.6 have been �Normalized� to allow us to directly compare

the Star Formation E�ciencies calculated using the Hi-GAL Band Merged catalogue with those calculated

using the higher resolution JPS data (including clump fragmentation or �multiplicity�). This comparison

will be provided in Chapter 3.5 but we describe our normalization process below.

Our SED �ts, and the temperature, mass, luminosity, and SFEs calculated from them, were obtained

from the �uxes provided in the original Hi-GAL catalogue (Molinari et al., 2016). The SED �ts and resulting

physical conditions of the PLW clumps (ignoring possible multiplicity) are provided in the Hi-GAL Band

Merged catalogue of Elia et al. (2017) which reportedly used the Hi-GAL data listed in the original catalogue

of Molinari et al. (2016). This, however, is not true. The Elia catalogue actually uses Hi-GAL clump sizes

and �uxes from a revised catalogue (using new parameters of CUTEX to �nd and extract clumps from the

Hi-GAL data), which has not yet been published (Elia , 2018) or made available to consortium members.

This means that our SED �tting and their SED �tting actually use slightly di�erent values of clump sizes

and �uxes for the 5 Hi-GAL bands.

Therefore, in order to directly compare our SED �t results with those provided in Elia et al. (2017), we

�normalize� or scale our masses and luminosities using the following approach. Since the mass and luminosity

of a given clump in the band-merged catalogue (Elia et al., 2017) has to be equal to the sum of the masses
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Figure 3.5: Source diameter distribution. Di�erent background shades indicate the size ranges assigned to
cores versus clumps as proposed by Bergin & Tafalla (2007). The red histogram represents the Class 0
sources while the blue histogram shows Class I/II sources.

and luminosities of the sub-clumps identi�ed within it, we can use the relation:

Lm;Normal =
LBMC

�ni=1Lsubclump;i
Lsubclump;m (3.8)

Mm;Normal =
MBMC

�ni=1Msubclump;i
Msubclump;m (3.9)

where the Lm;Normal is the normalized luminosity for the mth sub-clump. LBMC is the luminosity reported

in the band merged catalogue (BMC) (Elia et al., 2017), Lsubclump; i is the luminosity of the ith sub-clump

extracted from our SED �tting. The description of the subscripts for the mass equation (3.9) are the same

as that of the luminosity.

Our SED �tting classi�es 30 of our clumps as Class 0 (prestellar) while 52 of them are known to be Class

I or II (protostellar). In total, 33% of clumps at ‘ = 10� and 45% of the clumps at ‘ = 30� are identi�ed as

Class 0. Figure 3.5 shows the histogram of the diameter of the clumps for both the prestellar and protostellar

classes. The average diameter of the Class 0 sources is 0.68 pc with a standard deviation (�) of 0.56. The

average diameter for the Class I/II sources is 0.51 pc (� = 0.28). Following the de�nitions proposed by

Bergin & Tafalla (2007), in which cores have diameters < 0:2 pc and clumps have diameters in the range of

0.2�3 pc, these sizes suggest that most of our sources are clumps rather than individual cores (which form
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Figure 3.6: The temperature distribution of the cold component (i.e. extended envelope) as extracted from
the SED �ts. The red histogram represents Class 0 sources and the Class I/II sources are shown in blue.

individual stars). Figure 3.5 also shows that only a small portion of our sources are likely categorized as

cores - all of which are associated with the Class I/II stage of protosellar evolution.

The histogram of the dust temperature (i.e. cold component) extracted from the SEDs is provided in

Figure 3.6. The Class 0 sources have an average temperature of 15�6K, while the average of the Class I/II

sources is 18�8K. The slight di�erence is expected due to the presence of embedded protostars in Class I/II

sources which can slightly heat the surrounding envelope. The average temperature of the warm component

in the Class I/II sources is 60K, the histogram of which is presented in Figure 3.7.

The histogram of the mass distribution as calculated from the SED �ts is presented in Figure 3.8. The

Class 0 sources have an average mass of 530M� (� = 900), while the average of the Class I/II sources is

626M� (� = 1000). The number density (number of particles per cubic centimeter) distribution of the clumps

is represented in Figure 3.9. The number density is calculated from the masses and radii listed in Tables

E.5 and E.6 and assuming a mean mass per particle 2.8 � the atomic hydrogen mass. The average density

for Class 0 objects is found to be 1.3�105 cm�3 (� = 2.0�105), versus 2.8�105 cm�3 (� = 9.2�105) for the

Class I/II sources. Neither the mass nor the density histograms show a signi�cant di�erence between the

Class 0 and Class I/II sources, although the highest density clumps are all associated with Class I/II sources.
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Figure 3.7: The temperature distribution of the warm component of Class I/II sources (i.e. embedded stellar
cluster).

Figure 3.8: The mass distribution of the clumps. The red histogram represents Class 0 sources and the Class
I/II sources are shown in blue.
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Figure 3.9: The number density distribution of the clumps. The red histogram represents Class 0 sources
and the Class I/II sources are shown in blue.

3.5 Discussion

Now that clumps have been identi�ed and matched across multiple wavelengths, and SEDs have been �t to

the �uxes, we can begin to interpret the star formation activity in our two Galactic regions (‘ = 10� and

‘ = 30�). In this section we will �rst explain how the SFE is calculated practically. We then investigate

the e�ect of multiplicity on the calculated SFE to see if the lower resolution Hi-GAL data alone can provide

robust results, or are seriously in error. Finally, using our higher resolution JPS data, we will investigate

the di�erence in SFE in these two di�erent Galactic environments.

3.5.1 Calculating the SFE

The star formation e�ciency (SFE) is a measure of how e�ciently a molecular cloud converts its mass into

stars. SFEs for giant molecular clouds are typically lower than a few percent, since this incorporates a vast

amount of low density cloud gas that is not actively engaged in star formation. For dense clumps it has been

found to be as high as 30% (Lada & Lada, 2003). Given that stars are deeply embedded in opaque clumps,

we cannot directly observe the stars within and, thus, the SFE cannot be directly measured.
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Since the radiation directly produced by the embedded protostellar population either escapes the cloud

directly, or is absorbed by dust and reprocessed into IR wavelengths, the luminosity derived from an SED �t

is equivalent to the luminosity of the embedded protostars. In addition, the luminosity of a star is directly

related to its mass via the empirical equation:

L
L�
�

M
M�

3:5
(3.10)

This can be derived theoretically by combining the Stefan-Boltzmann equation and the equation for hydro-

static equilibrium, and was �rst done by Eddington (1924). Therefore, the total luminosity of a star forming

clump is directly related to the mass of protostars within it and we can use the luminosity from the SED

�ts produced in Section 3.4.3 (LSED) as a proxy for the mass of the embedded protostars (M�). The clump

masses in Section 3.4.3 (Mclump) are direct measures of the gas and dust masses of the star forming regions.

In summary then, the ratio LSED=Mclump (where both quantities are derived in Section 3.4.3 and listed in

Table E.5 and E.6) is a proxy for M�=Mclump, which is the de�nition of the SFE (McKee & Tan, 2003;

Molinari et al., 2008; Urquhart et al., 2014).

Using LSED=Mclump in this way, in conjunction with Equation 3.10, assumes that all of the luminosity

comes from a single embedded star. Stars, however, tend to form in clusters in a mass-ordered way, de�ned

by the Initial Mass Function (IMF; Salpeter, 1955). The IMF has been de�ned observationally as:

dN
dm
/M��; (3.11)

where dN/dm indicates the number of stars in a given mass bin, and � = 1.3 for 0.08M��M� 0.5M� and

� = 2.3 for M> 0.5M� (Kroupa, 2001). This form of the IMF is plotted in Figure 3.10. In other words,

low mass stars are common and high mass stars are rare and, consequently, it is much more likely that

the luminosity of a star forming clump arises from a number of low mass stars than a single high mass

star. Therefore, an observed increase in LSED=Mclump does not necessarily imply an increase in the SFE. It

could be the result of the formation of a large number of low mass stars (which would imply a high SFE)

or the formation of a small number of high mass stars (implying low SFE). This cannot be accounted for

observationally unless it is possible to count all the individual stars within a cluster, which is not practical

due to the embedded nature of the systems.
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Figure 3.10: Stellar Initial Mass Function (IMF) as de�ned by (Kroupa, 2001) and Equation 3.11.

We can, however, compensate for this uncertainty by stochastically sampling the IMF in such a way that

we build realistic clusters of protostars whose combined luminosity equals LSED. Following a �Monte-Carlo�

(basically just meaning a randomized process) method outlined by Urquhart et al. (2013), we use an IDL

code which contains a built-in IMF function of the form given by Equation 3.11 in the mass range 0.1 to

120 M�. This mass range is divided into 1025 mass bins, and a probability is assigned to each bin according

to mass weighting provided by the IMF. Then, using the function randomu(seed) we generate a random

number which is compared to the probability assigned to each mass bin. This determines the mass of a star

selected randomly from the IMF.

Thus, through this process, we extract a simulated star from the IMF that has mass (Mi;�) and cor-

responding luminosity (Li;�). We repeat this process, randomly sampling the IMF and extracting stars,

until the sum of the luminosities of the individual stars equals the overall luminosity of the clump (i.e
P

i Li;� = LSED). Since we select the stars from the IMF based on their mass, we simultaneously obtain the

total stellar mass in the clump i.e. M� =
P

i Mi;�. Finally, the SFE is calculated from:

SFE =
M�

Mclump
(3.12)
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Because this is a random process, any given clump might be simulated by a few high mass stars or a

cluster of low mass stars, with both scenarios having very di�erent SFEs. Performing this stochastic sam-

pling of the IMF just once for each cluster might, therefore, bias the results. To ensure that we have a

statistically signi�cant result, for each clump, we repeat this simulation 1000 times. The resultant SFE is

calculated as the mean of all 1000 runs with an error corresponding to the standard deviation about this mean.

3.5.2 The Effect of Multiplicity on SFE

In this Section, we investigate how the derived SFE may be a�ected if one ignores the fact that many of the

Hi-GAL clumps fragment into smaller pieces when observed with higher resolution (i.e. have multiplicity

> 1; see Section 2). To do so, the simulations above are performed on both of the SED catalogues used

in this thesis: 1) the Hi-GAL band-merged catalogue (Elia et al., 2017) which assumes multiplicity = 1

for all clumps, 2) our multiple clump catalogue (E.4) which accounts for multiplicity. The resultant SFEs

calculated for these two cases are presented in Tables E.7 and E.8 respectively.

When considering only the Hi-GAL band merged catalogue (hereafter BMC), our Monte-Carlo simula-

tions result in <SFE> = 8% (� = 8%). However, once taking into account the multiplicity of these clumps

using our multiple clump catalogue (hereafter MCC), we �nd that the SFE increases to 13% (� = 7%). Thus,

the average SFE calculated using the Hi-GAL BMC alone may be in error by up to a factor of two. The

di�erence is even more pronounced, however, when we look at the distribution of SFEs calculated from the

two catalogues.

Figure 3.11 shows the SFEs calculated for each of the clumps in the Hi-GAL BMC (red triangles) and

our MCC. There are a number of features apparent in this �gure. First, while both the BMC and MCC

have a large range of SFEs (up to � 40%), there are many more clumps in our MCC that have high SFEs.

This is in contrast to clumps in the Hi-GAL BMC which only rarely exceed SFEs of 15%. Thus, while the

di�erence in the sample-averaged SFEs between the two catalogues is only � 5%, from source to source,

di�erences can be substantially higher. Second, in both catalogues we see lower SFEs in high mass clumps

than low mass clumps. This is likely due to a number of reasons. As pointed out by Urquhart et al. (2014),

the most massive clumps tend to form the most massive stars. Therefore, since only a few (or even one)

massive stars are required to account for the total clump luminosity, the SFE is low. In addition, massive

stars evolve much more quickly, reach the main sequence signi�cantly faster than low mass stars, and are
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Figure 3.11: SFEs calculated for each of the clumps in the Hi-GAL band merged catalogue (red triangles)
and our multiple clump catalogue (blue circles).

also much more disruptive to the surrounding environment. Thus, once a massive star forms, it inhibits the

ability of other, lower mass stars to form in the same clump. This has the e�ect of lowering the total stellar

mass that can form in the clump and, therefore, the SFE.

3.5.2.1 Mass Luminosity Relation

In this subsection we compare the clump masses and the luminosities of the embedded protostars. This

Luminosity-Mass (L-M) relationship is often used as a diagnostic tool to separate di�erent evolutionary

stages for both low-mass (Saraceno et al., 1996) and high-mass star forming regions (Molinari et al., 2008;

Giannetti et al., 2013), and to investigate star formation activity.

Figure 3.12 provides the Luminosity vs Mass (L-M) distribution for both our multiple clump catalogue

(MCC; blue circles) and the Hi-GAL band merged catalogue (BMC; red triangles). As in the previous sec-

tion, in this plot, we use the kinematic distances from the BMC when they are provided. For ‘ = 10� there

are no kinematic distances and so we adopt the distance to W31 of 4.5 kpc. For individual clumps at ‘ = 30�

where distances are not provided, we adopt the distance to W43 of 5.5 kpc. The dashed lines correspond to
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Figure 3.12: Clump Luminosity-Mass relationship for all clumps listed in the two catalogues: our Multiple-
Clump Catalogue (MCC, blue circles) and the Hi-GAL Band Merged Catalogue (BMC; red triangles) (Elia
et al., 2017). For the MCC, the open blue circles indicate the Class 0 sources and the closed blues circles
the Class I/II sources. The lower, middle, & upper diagonal dashed black lines show values of L/M = 1, 10,
and 100 L�/M�, respectively. The solid black curves show the evolutionary tracks calculated by Molinari
et al. (2008) for stars with �nal masses of 6.5, 13.5, and 35 M�, respectively from left to right. A �rst order
linear �t to the MCC Class 0 objects is provided by the lower blue dot-dashed line and the �t to the Class
I/II objects is provided by the solid blue line. The solid red line shows the linear �t to the BMC clumps.

L/M ratios of 1, 10, 100 L�/M�.

Figure 3.12 shows that the highest luminosity clumps are also the most massive. Comparing this to

Figure 3.11, which shows that the lowest SFEs also occur in the highest mass clumps, again suggests that

the most massive stars form in the most massive clumps; similar to the conclusion of Urquhart et al. (2013).

This idea is supported theoretically by both the monolithic collapse (Krumholz et al., 2011; Tan et al., 2006)

and competitive accretion (Bonnell et al., 2001) scenarios (see Chapter 1.4).

Using monolithic collapse models (McKee & Tan, 2003) as their starting point, Molinari et al. (2008)
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calculated how clump mass and source luminosity should change as a protostar evolves. These evolutionary

tracks are shown as solid curves in Figure 3.12 for stars with �nal masses of 6.5, 13.5, and 35 M�. Similar

evolutionary tracks are calculated by Saraceno et al. (1996) for low mass stars between masses of 0.25 and

4 M� which follow a similar pattern to the Molinari et al. (2008) tracks, but lower in L-M space (i.e. to

decreasing values of both L and M as the protostellar mass decreases). These tracks consist of vertical and

horizontal components that Molinari et al. (2008) refer to as the main accretion (the vertical part of the

track) and envelope clean-up (the horizontal part of the track) phases. The SFE in these models determines

the exact position of the apex (where the vertical and the horizontal track meet), but is �xed in these models

rather than predicted. Therefore, the position of the apex will change in L-M space depending on the actual

SFE. Nevertheless, the shape of these tracks can help guide the interpretation of the L-M plot.

These models assume that the accretion rate increases as a function of the growing protostellar mass (e.g.,

Davies et al., 2011). Thus, in the accretion phase (vertical track), the clump evolves much faster towards the

apex of the track than it does at the beginning (lower part). This implies that there should be a fairly large

scatter in the data on the vertical axis, as stars in the earliest phase of their evolution take longer to accrete

material and, therefore, can be found over a wide range of luminosities. It also implies that the youngest

objects should have the lowest L/M ratios, since the protostars are in the earliest stage of their formation,

and do not have much intrinsic luminosity. This can be seen in Figure 3.12 where the Class 0 objects (i.e.

the young, deeply embedded protostellar phase; See Chapter 1) have both a large vertical scatter and tend

to have the lowest L/M ratios. The Class 0 objects are shown with open blue circles in Figure 3.12, a �rst

order linear �t to these data points is presented by the blue dot-dashed line and has an L/M ratio of 0.8.

A linear �t to the Class I/II objects (solid blue circles) is presented by the solid blue line in Figure 3.12

and has an L/M ratio of 2.7. The fact that the Class 0 objects have a lower L/M ratio con�rms the earlier

evolutionary stage of these clumps.

Once the protostars �nish their accretion phase, it takes a long time before the embedded star is able to

disrupt the surrounding gas-dust envelope and begin to move along the horizontal track. As a consequence,

the evolving star should spend a relatively large portion of its embedded lifetime at the intersection of these

two tracks, and we should expect to see a signi�cant fraction of embedded sources clustering around a line

connecting these apices. While the L-M plots of Urquhart et al. (2013) and Molinari et al. (2008) do show

a tendency for their objects to cluster at an L/M ratio of 10, our data show a much weaker trend and, if a

favored value of L/M exists at all, it is closer to a value of 1 than to 10. These previous studies, however,

were biased to regions known to be forming high mass stars. High mass star forming regions are known
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to evolve through the accretion phases quickly and, therefore, will have less scatter along the vertical axis.

Since low mass stars are the most common, having a mixture of high and low mass star forming clumps in

our sample likely biases us to the L/M ratios seen in low mass star forming regions (� 1; Saraceno et al.,

1996) and to large scatter along the vertical axis. A better interpretation of the L-M plot would require more

sophisticated theoretical models that explicitly allow for variable star formation e�ciencies and incorporate

the same modeling procedure for low-mass stars.

The L-M �t (solid red line) to the data points from the Band Merged Catalogue (closed red triangles),

in which the multiplicity is not taken into account, reveals that the BMC L/M values (L/M �0.9) are close

to those of the Class 0 objects in our MCC catalogue (L/M � 0.8; dashed blue line). Thus, while the L-M

plot does not seem to indicate that ignoring clump multiplicity has much e�ect on the interpretation of the

star forming properties of clumps, Figure 3.11 shows that it does. This highlights the dangers of using L-M

plots alone to investigate star formation activity from low resolution data, and suggests that more careful

detailed analyses of the SFE, rather than just the L-M relationship, should be employed.

3.5.3 Comparison of SFE at ‘ = 10� versus ‘ = 30�

One of the goals of this thesis is to examine the SFE in two di�erent regions of the Galaxy and investigate

any di�erences or similarities. Does the SFE change from one region to another or if the SFE is constant?

Using the data and analysis in the previous Sections, we can now investigate this question.

In order to remove biases introduced by having kinematic distances to some clumps, and not to others,

we adopt a distance of 4.5 & 5.5 kpc for the entire catalogue at ‘ = 10� & ‘ = 30�, respectively. This

approach introduces a new bias, but at least the bias is the same for both regions, and we can more di-

rectly compare the results at the two Galactic longitudes. Changing the distances does not a�ect the SED

�ts, but it does alter the luminosity and mass of the clumps. Therefore, we calculate new masses and lumi-

nosities for all the clumps in our sample and re-do the Monte-Carlo sampling of the IMF to obtain new SFEs.

Figure 3.13 compares the SFEs for clumps at both galactic longitudes. The open blue circles represent

the Class 0 objects at ‘ = 10� while the closed blue circles represent Class I/II objects at the same coordi-

nate. In the ‘ = 30� region, we use open and closed red triangle for Class 0 and Class I/II sources respectively.
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Figure 3.13: SFEs calculated for clumps at both galactic longitudes versus clump mass. The open blue
circles represent the Class 0 objects at ‘ = 10� while the closed blue circles represent Class I/II objects at
the same longitude. Open and closed red triangles represent Class 0 and Class I/II sources respectively at
‘ = 30�.
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Combining all sources (i.e. Class 0 and I/II), the average SFE at ‘ = 10� is 16% (� = 12%), while at

‘ = 30� the average SFE is a bit lower (9%; � = 12). Figure 3.13 also shows that the average clump mass at

‘ = 30� is higher than that at ‘ = 10� (2000M� versus 500M�). This most likely accounts for the decrease

in the SFE as well. Like Figure 3.11, Figure 3.13 also shows a decrease in SFE with increasing mass. Thus,

the higher average clump mass at ‘ = 30� should result in a lower average SFE as well, as was discussed in

Section 3.5.2. This idea is supported by recent high resolution ALMA observations of a portion of the W43

region in ‘ = 30� by Motte et al. (2018) which show an unusually high proportion of high mass star forming

cores in this region, resulting in a �top-heavy� IMF that is signi�cantly shallower than the standard one. An

IMF of this form would produce a lower SFE than a region with a standard IMF like the one in Equation

3.11 since a higher fraction of the cloud’s mass would go into a few high mass stars than into a large number

of low mass ones.

The Jeans Mass crudely describes the mass necessary for a region of interstellar gas to overcome local

gas pressure and begin to collapse under the force of gravity. It is given by the equation:

MJ =
�
�a2

o
G

� 3
2

��
1
2

o � 17:2 T
3
2n�

1
2 M� (3.13)

where ao is the sound speed of the gas, �o is the mass density (g cm�3), T is the temperature, and n is the

number density (i.e the number of particles per cubic centimeter). The average density and temperature at

‘ = 10� are n = 1:8� 2:3� 105 cm�3 and T = 16.3�6.2 K, whereas at ‘ = 30� they are n = 4:1� 2:2� 105

cm�3 and T = 17.6�8.2 K. This results in Jeans Masses of � 2.7 M� at ‘ = 10� and � 2.0 M� at ‘ = 30�.

According to this both regions have similar Jeans masses and should have similar star forming properties

and SFEs. The Jeans mass, therefore, cannot explain either the shallow IMF or the low SFE seen at ‘ = 30�.

The simple Jeans mass analysis, however, ignores the e�ects of turbulence which can add an extra �pseudo-

pressure� term to the equations which act against gravitational collapse. Emission lines from an isotopologue

of Carbon Monoxide (i.e. 13CO which is � 55 times less abundant than the main 12CO isotopologue) from

the W43 region in ‘ = 30� span a Doppler velocity range of 80 - 110 km/s (i.e. �V = 30 km/s; Motte et

al., 2014). In W31 at ‘ = 10� , the Doppler velocity range of the 13CO line, however, is only 5-20 km/s (i.e.

�V = 15 km/s; Beuther et al., 2011). Thus, the ‘ = 30� region has larger linewidths which imply increased

turbulent support against gravity. This suggests that cores in the ‘ = 30� region would require higher mass

to become gravitationally unstable.

Therefore, one of the main factors producing the di�erent SFEs seen in ‘ = 10� (16%) versus ‘ = 30�
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(9%) may be a di�erence in turbulent support against gravity. The larger lineswidths in the ‘ = 30� region

(which imply increased turbulence) may result in an increase in the mass of the star forming cores in this

region (i.e. a �top-heavy� IMF) which, in turn, produces a lower SFE. Con�rmation of this idea would require

higher spatial resolution studies by ALMA which would allow us to measure the amount of turbulence within

each the cores themselves.
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Chapter 4

Summary and Conclusion

In this thesis, I have:

� Presented the �rst high quality data from the JCMT Galactic Plane Survey (JPS) at 450�m in two

di�erent regions of the Galaxy - at Galactic Longitudes: ‘ =10� & ‘ = 30�.

� Provided the �rst direct comparison between the Herschel Hi-GAL data at 500�m (with a resolution of

35.4 arcsec) and the JPS 450�m data (with a resolution of 9.6 arcsec). Using clump �nding algorithms,

I determined the multiplicity fraction of the clumps in the Hi-GAL database. i.e. How many single

clumps in the Hi-GAL database are actually composed of multiple, smaller clumps and how many

are, indeed, monolithic? My work suggests that on average 30% of the PLW clumps are multiple in

nature (35% at ‘ = 10� and 23% at ‘ = 30�). While there is no apparent correlation with radius or

mass, there are weak trends with �ux and density. PLW clumps with densities greater than 104 cm�3

seem to always fragment into smaller clumps (although the statistics are poor), and PLW clumps with

integrated �ux greater than 50 Jy, have a 50% chance of fragmenting while all PLW clumps with an

integrated �ux of > 200 Jy fragment. Since fragmentation may a�ect the inferred star forming activity

in a region, these multiplicity probabilities may help correct the star formation properties determined

from Galaxy-wide surveys that do not have the bene�t of high resolution complementary data.

� Used a Power Spectrum analysis to show that, in general, observations with the SCUBA-2 instrument

at the JCMT can fully recover the �ux on size scales smaller than 1 arcmin. On scales larger than this,

the amount of missing �ux depends on the amount of structure that actually exists at these larger

scales.

� Fitted SEDs to the combined datasets to determine the current physical conditions (i.e. temperature,
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luminosity, mass, density, etc.) of these star forming clumps. I identi�ed that 30 of these clumps had a

Class 0 characteristics and 52 of them were compatible with Class I or II stars. In total 33% of clumps

at ‘ = 10� and 45% of them at ‘ = 30� were identi�ed as Class 0. Only a small portion of the sources

were categorized as cores, all of which are associated with Class I/II objects. The average diameters

I found for Class 0 and Class I/II sources were 0.68 pc and 0.51 pc, respectively. Moreover, this work

concluded that the average temperature of the cold component for Class 0 objects was slightly lower

than that of the Class I/II (15K versus 18K, respectively). The mass distribution of the Class 0 and

Class I/II sources averaged at 530M� and 626M�, respectively. The average densities for Class 0 and

Class I/II objects were found to be 1.3�105 cm�3 and 2.8�105 cm�3, respectively. Neither the mass

nor the density distribution showed a signi�cant di�erence between the Class 0 and Class I/II sources,

although the highest mass and density were all associated with Class I/II sources.

� Determined how the SFE calculated for the monolithic Hi-GAL clumps changes when the multiplicity

fraction is incorporated. The average SFE increased from 8% to 13% once the clump multiplicity was

taken into account. While the di�erence in the sample-averaged SFEs between the two catalogues was

only � 5%, this variation could be noticeably higher for individual sources. In general, sources with

lower mass demonstrated a tendency to have a much higher change in their SFE, when the multiplicity

fraction was considered. Furthermore, I found the lowest SFE to be in the most massive clumps. This

low SFE can be explained if these massive clumps are the birthplace of the massive stars. Massive stars

evolve much more rapidly and reach the main sequence signi�cantly faster than low mass stars. They

are also much more disruptive to their surrounding environment. Thus, once a massive star formed it

inhibits the ability of other lower mass stars to form in the same clump (Urquhart et al., 2014). This

ultimately lowers the total stellar mass that can be formed in the clump and therefore, lowers the SFE

of that clump.

� Determined the SFE and investigated di�erences/similarities in the star formation process in two

di�erent regions of the Galaxy. The average SFE at ‘ = 10� was 16% while at ‘ = 30� the average

SFE was 9%. Given that the average clump mass at ‘ = 30� was higher than that of ‘ = 10� (2000M�

versus 500M�), this could explain the lower SFE at ‘ = 30� compared to ‘ = 10�. I determined that

one of the main factors producing the di�erent SFEs seen in ‘ = 10� as compared to ‘ = 30� might be

due to the di�erence in turbulent support against gravitational collapse. The larger 13CO linewidths

(i.e. �V = 30 km/s; Motte et al., 2014) in the ‘ = 30� region is most likely an indication of higher

turbulent velocities in this region which potentially results in formation of more massive cores (i.e. a

�top-heavy� IMF) and therefore lower SFE.
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4.1 Future Work

For the foreseeable future, Hi-GAL will be the only Galaxy-wide, Far Infrared survey of star forming regions.

Thus, all of our estimates for star formation activity and their correlations with environmental conditions

will be based on these data, which have low spatial resolution. With our high resolution JPS data in two

Galactic star forming regions, we have been able to determine the probability that a single clump seen in

the Hi-GAL data is actually composed of smaller fragments (the multiplicity) which, as we have shown, will

a�ect the derived star formation e�ciency. A next logical step would be to see how to apply this fragmenta-

tion probability to the rest of the Hi-GAL database and determine if we can somehow include the e�ects of

fragmentation via some �statistical correction factor�, and determine the correct star formation e�ciencies

in the Galaxy.

In addition, it is reasonable to assume that with even higher resolution observations, JPS clumps will

also break down into multiple clumps/cores. At some point, with high enough resolution, one should be

able to detect the individual star forming cores themselves (i.e. ones that will form individual stars) such

that no further fragmentation is possible. In fact, this has been already demonstrated by numerous ALMA

observations of individual star forming regions. How would the multiplicity probability of the Hi-GAL

clumps change if one could re-examine them at such high resolution? And how would the star formation

e�ciencies again change? This thesis provides the scienti�c justi�cation to submit a proposal to obtain such

observations with the ALMA telescope. ALMAGAL is an ALMA �large program� proposal requesting over

500 hours of telescope time to survey a number of Hi-GAL clumps at higher resolution to address these

questions. We are members of the ALMAGAL consortium and will have access to all the data from this

project.
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Appendix A

Data Reduction & Source Extraction

Parameters

A.1 SMURF:MAKEMAP Parameters

The following smurf:makemap con�guration parameters are used in the initial JPS data-reduction process

(in addition to a pixel size of 2 arcsec):

^dimmconfig.lis

numiter = -100

flt.filt_edge_largescale = 480

flagslow = 300

maptol = 0.01

noi.box_size = -15

noi.box_type = 1

ast.zero_mask = 0

ast.zero_snr = 3

ast.zero_snrlo = 2

ast.zero_notlast = 1

flt.filt_edge_largescale_last = 100

flt.ring_box1 = 0.5

flt.filt_order = 4
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com.sig_limit = 5

A.2 FW Con�g File Parameter

The following FellWalker con�guration parameters are used in the source extraction process for the JPS

compact source catalog:

fellwalker.allowedge = 0

fellwalker.cleaniter = 5

fellwalker.fwhmbeam = 3.75

fellwalker.minpix = 12

fellwalker.mindip = 1.5*RMS

fellwalker.maxjump = 3

fellwalker.minheight = 3*RMS

fellwalker.noise = 1*RMS

fellwalker.shape = ellipse
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Appendix B

Theory of the Power Spectrum

A Power Spectrum describes the distribution of power in the frequency domain via a Fourier transform. The

Fourier transform of a 2 dimensional function f(x,y) is described as:

F (u; v) =
Z 1

�1

Z 1

�1
f(x; y)e�i2�(ux+vy) (B.1)

where the F(u,v) describes Fourier transform of the function of f(x,y) to the frequency space of u & v.

In our analysis the function of the f(x,y) is, essentially, the observed data and thus, the frequency space

is a non-physical term that is related to the spatial scale. Given the way we perform the Fourier transform,

the maximum possible frequency is restricted by the smallest spatial scale in the data (i.e. the pixel size).

Since the pixel size is known, we can correlate the frequency domain of the power spectrum to the physical

(angular) sizes contained within the data.

This Fourier transform is a map of the two dimensional data (i.e. f(x,y)) to the the two dimensional

frequency domain (i.e. F(u,v)), which can also be represented in the polar coordinate:

F (�; �) =
Z 2�

0

Z 1

0
f(r; �)ei2��rcos(���) (B.2)

where the F(�,�) describes Fourier transform of the function of f(r,�) to the frequency space of �,�.

Energy spectral density describes how the energy of a data is distributed with frequency. Here, the term

energy is used in the generalized sense of signal processing that is, the energy E of the data (or the signal):
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E =
Z 1

�1

Z 1

�1
jf(x; y)j2dxdy (B.3)

using the Parseval’s theorem gives us an alternate expression for energy of the signal:

Z 1

�1

Z 1

�1
jf(x; y)j2dxdy =

Z 1

�1

Z 1

�1
jF (u; v)j2dudv (B.4)

This integral is essentially the energy of the data, thus, the integrand F(u,v) can be interpreted as a

density function describing the energy per unit frequency contained in the data at the frequency domain (i.e.

u, v). Therefore, the energy spectral density (S(u,v)) of the data (i.e. f(x,y)) is de�ned as:

S(u; v) = jF (u; v)j2 (B.5)

The power spectra of the signal (P) in a given frequency band [u1:u2, v1:v2] can be calculated by inte-

grating over the frequency domain.

P (u; v) =
Z u2

u1

Z v2

v1

jF (u; v)j2dudv (B.6)

Taking the power spectrum of our data reveals the spatial frequencies at which most of the power is

emitted. However, interpreting a 2 dimensional power spectrum is complicated. Given the Fourier transform

in polar coordinate, we can also calculate the power spectrum in the polar coordinate:

P (�; �) =
Z rho2

�1

� Z �2

�1

jF (�; �)j2d�
�
d� (B.7)

Determining the integral over the angle frequency of � from [0, 2�] is the key to map from the 2 dimen-

sional power spectra, P(�,�) to the one dimensional power spectral analysis P(�).

One dimensional power spectra analysis is an e�cient method to quickly determine the size of the

structures present in a two dimensional map. The transformation from a two dimensional space to the

one dimension results in loss of the information about the elongation of the structures. For example, the 1-D

power spectrum of a circle with the radius of r is the same as the 1-D power spectra performed on an ellipse

with the same average major axis size (i.e. a.b = r2) if the integrated �ux of both are equivalent. This is

discussed in the simulations presented in Appendix C.
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Appendix C

Power Spectrum of Simulated Data

To aid the interpretation of our power spectrum (PS) analysis, similar analyses were performed on a variety

of test structures and source sizes in simulated data. In this Appendix we present the simulations most

relevant to the results of the paper. For consistency with the data, all simulations use the pixel size and

resolution of the PLW. The conversion from the wavenumber scale (n: lower x-axis) to the angular scale

(upper x-axis) is identical to that described in the main text.

Figure C.1 shows the PS of arti�cial Gaussian structures. The simulated data consist of three pre-de�ned

Gaussian clumps with constant integrated �ux densities and clumps sizes (FWHM) of 1.35 arcmin (red cir-

cles), 2.70 arcmin (blue circles), 5.4 arcmin (green circles). The three individual PS peak at the exact sizes of

the input Gaussian structures. Therefore we can con�dently interpret the scales in the real data accordingly.

The three clumps described above are intentionally chosen such that the integrated �ux (i.e., power) in

each is similar. Using the combination of these three clumps in a single image, we create a new set of test

data, the PS of which is shown by the black line in Figure C.1. Given the consistency of the integrated �uxes

of the individual clumps, the PS of all the clumps combined results in a relatively �at region. This suggests

that the �at regions in the PS of the PLW maps (Figure 2.14) are the result of structures contributing similar

amounts of power at a variety of di�erent size scales.

Figures C.2 & C.3 show the power spectra of random (white) noise and an image with a single bright

pixel, respectively. To ensure a large enough sample, the map size is de�ned to be 500�500 pixels. The

random noise has amplitude �0.5 to +0.5 (arbitrary units) while, in the map containing a single bright pixel,

95



Figure C.1: The plot shows the power spectra of simulated data consisting of Gaussian clumps with �xed
source sizes of FWHM = 1.35 arcmin (red circles), 2.70 arcmin (blue circles), & 5.40 arcmin (green circles).
Intensities of the clumps are chosen such that clumps with di�erent source sizes have matching integrated
�uxes. The black line represents the PS of a dataset containing a combination of all three clumps. The
�gure on the right shows the simulated data.

Figure C.2: The plot plot shows the power spectrum of the 500�500 pixel dataset with random noise, where
the signal average is zero. The parameter b of the �tted line (i.e., a � xb) is �2:0. The �gure on the right
shows the simulated data.
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Figure C.3: The plot shows the power spectrum of the 500 � 500 pixel dataset containing a single bright
pixel. The parameter b of the �tted line (i.e., a � xb) is �2:0. The �gure on the right shows the simulated
data.

Figure C.4: The plot shows the power spectrum of the 500�500 pixel dataset with random noise, where the
signal average is set to 1 percent of the peak to peak noise value. The parameter b of the �tted line (i.e.,
a � xb) to the angular structures smaller than 10 arcmin is �2:0. The �gure on the right shows the simulated
data.
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all the pixels except one are set to zero. In both of these plots we observe the PS produced when there is

no power on any scale except the pixel scale. The form of the resulting PS appears to be that of a single

power law, and a power-law (a � xb) �t to these plots gives b = �2:0. Since we do not examine any scale

smaller than the pixel size, the key element is the lack of any power above the pixel scale. Since the latter

is arbitrary, we expect the same PS form wherever there is a sharp cut-o� at a maximum scale and that the

PS above that scale will have a characteristic power-law exponent that approaches �2.

Figure C.4 is the PS of noise added to a constant background. Here, we set the background to the value

of 1 percent of the peak-to-peak noise value which is, technically, noise with a non-zero average. This is

essentially a combination of the PS plots of the constant background and the noise (Figure C.2) and there

are only two length scales in this image, those of the pixels and of the whole image. A power law (a � xb)

�t to the PS at angular scales smaller than 10 arcmin results again in b = �2:0 while the PS rises again at

larger scales. The low-level constant background, having a much smaller amplitude than the noise, has a

negligible e�ect on the value of the parameter b.
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Appendix D

Power Spectrum of the Secondary Data

Products

In addition to the PS analysis presented in the paper, we also obtain the PS of the extracted large-scale

emission (Figure 2.12) and of the di�erence between the spatially �ltered PLW data and the JPS 450�mmap.

Figure D.1 shows the PS analysis of the extracted large-scale emission maps, at ‘ = 10� (red circles)

and ‘ = 30� (blue triangles), respectively. In order to show both Galactic longitudes on the same plot we

adopted the scaling factors determined for the PLW PS, described in Section 2.3.9. A continuous rise of

power toward larger angular sizes indicates the presence of large-scale emission in this map, and con�rms

that we have properly extracted the large-scale emission in our data-reduction procedure.

Figure D.2 is the PS of the residual map produced by the subtraction of the �ltered PLW map from

the JPS 450�m image (i.e. JPSsmooth � 1:4�PLW). The JPS 450�m map is regridded and smoothed to the

pixel size and resolution of the PLW image. Also, in order to match the pixel intensities of the �ltered PLW

dataset to that of the JPS, the �ltered PLW map is scaled up by the factor expected from Equation 2.2 (i.e.

1.4). This residual map is clipped at the 3-� noise level and any pixels with absolute value below 3� are set

to zero. This is done to reduce noise in the residual map.

In order to show both Galactic longitudes on the same plot we adopted the scaling factors determined for

the PLW PS, described in Section 2.3.9. The downward slope of the plots toward the larger scales suggests

that most of the power in the residuals is on the smallest scales in the map (i.e., pixel size and therefore
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Figure D.1: Power spectra of the extracted large-scale emission from both maps at ‘ = 10� (red circles) &
‘ = 30� (blue triangles).

Figure D.2: Power spectra of the residual maps (the di�erence between the scaled, �ltered PLW map and
the smoothed and regridded JPS map at ‘ = 10� (red circles) and ‘ = 30� (blue triangles). For ‘ = 10�,the
power law �t (a � xb) at angular scales above 2 arcmin gives b = �2:0 (cyan dashed line) while below that,
b = �0:6 (cyan solid line). For ‘ = 30�, b = �1:6 above 2 arcmin (green dashed line) and b = �0:8 below
(green solid line).
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noise). The tail of the plot (> 10 arcmin), essentially resembles the PS of noise with a positive average in

Figure C.4 and suggests a small non-zero o�set in the di�erence image.

At ‘ = 10� the power law �t (a � xb) to the plot for the angular scales between 2 and 10 arcmin is found

to be b = �2:0 while for scales below this, b = �0:6. For the ‘ = 30� data, the corresponding values

of b are �1:6 and �0:8. This suggests that, at both Galactic longitudes, at angular scales larger than

2 arcmin the residuals are purely noise, while there is some residual �ux in structures with scales smaller

than 2 arcmin. This suggests that there are small variations in the point-spread function in the data that

survive the smoothing of the 450�m data, resulting in imperfect subtraction of compact sources.
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Appendix E

Tables

Table E.1: The JPS 450 compact-source catalogue at ‘ = 10� & ‘ = 30�. The columns are as follows: (1)
source number assigned by the algorithm; (2)-(3) Galactic coordinates of maximum intensity in the catalogue
source; (4) e�ective radius of source (i.e., Re� =

p
A=�), where A is the area of the source above the threshold

(5) position angle of the identi�ed clump measured anti-clockwise from Galactic north; (6)-(7) integrated
�ux densities and peak.

‘ = 10�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
1 10.6241 -0.3853 65.6 292.9 619.5 0.6 77111.5
2 10.4729 0.0255 65.6 282.9 369.7 0.6 81273.3
3 10.6227 -0.3778 70.7 240.3 312.9 0.4 27675.9
10 10.2127 -0.3247 77.5 294.0 198.7 0.4 8908.4
5 10.2957 -0.1481 64.0 346.2 182.8 0.3 11237.1
21 10.2836 -0.1145 73.8 213.4 157.0 0.4 4736.2
14 10.3189 -0.1643 75.8 241.2 154.7 0.4 8213.2
6 10.3421 -0.1447 60.3 337.5 133.2 0.3 12669.8
7 10.4726 0.0300 37.8 315.4 131.4 0.2 31205.3
18 10.1505 -0.3433 71.0 267.7 124.6 0.3 4963.6
9 10.4624 0.0300 49.7 356.9 114.7 0.3 10189.9
29 10.1896 -0.3459 63.4 290.8 113.4 0.3 3857.1
8 10.4800 0.0331 50.1 308.2 111.9 0.3 10400.8
11 10.2859 -0.1264 52.1 240.7 110.8 0.3 9060.3
4 10.3012 -0.1479 43.8 353.1 99.8 0.2 13654.0
15 10.1657 -0.3612 46.5 258.3 99.7 0.2 6724.2
25 10.6238 -0.3402 60.3 343.8 93.9 0.3 4574.2
27 10.3319 -0.1617 53.2 233.1 79.4 0.3 4098.6
43 10.3550 -0.1498 58.4 344.0 77.2 0.3 3415.3
38 10.2275 -0.2094 58.5 352.7 73.4 0.3 3700.9
16 10.3198 -0.2575 62.8 357.0 71.8 0.3 6215.1
34 10.6319 -0.3348 53.5 296.5 57.5 0.3 3540.0
22 10.2895 -0.1367 42.2 290.9 53.3 0.2 4545.3
30 10.2053 -0.3422 46.0 211.8 53.0 0.2 3850.7

continued . . .
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. . . Table E.1 continued
‘ = 10�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
37 10.1901 -0.3883 50.4 232.0 50.5 0.3 3160.4
20 10.1719 -0.3638 33.2 240.5 44.9 0.2 4784.2
44 10.1970 -0.3739 54.8 267.9 43.3 0.3 2760.5
19 10.6808 -0.0280 50.0 304.7 42.2 0.3 5463.8
41 10.6128 -0.3297 51.0 281.6 40.4 0.3 2987.4
32 10.1755 -0.3508 32.2 249.5 39.3 0.2 3855.4
33 10.1322 -0.3785 58.2 266.0 37.6 0.3 3284.7
24 10.1706 -0.3694 34.5 221.9 36.6 0.2 4930.0
35 10.1673 -0.3530 32.5 323.3 35.6 0.2 3606.0
12 9.9849 -0.0278 38.6 282.9 35.3 0.2 8284.0
31 10.7236 -0.3332 46.4 337.7 33.3 0.2 4301.2
47 10.2196 -0.3649 49.2 255.8 32.4 0.2 2437.4
49 10.1483 -0.4079 50.0 231.9 30.9 0.3 2576.7
46 10.1384 -0.3680 54.4 326.4 30.5 0.3 2506.1
26 10.2071 -0.3537 32.6 220.5 30.5 0.2 4045.1
42 10.2134 -0.3575 38.2 334.1 29.6 0.2 2909.7
17 10.4429 -0.0191 37.2 213.0 29.0 0.2 5885.2
40 10.1827 -0.3507 30.9 334.9 28.9 0.2 3327.6
56 10.2861 -0.1663 48.0 290.6 28.9 0.2 2299.0
55 10.6347 -0.3927 36.7 180.8 27.9 0.2 2502.3
39 10.2134 -0.3059 40.7 197.4 27.1 0.2 3015.4
23 10.2034 -0.3496 28.6 270.1 26.6 0.1 3833.2
74 10.3076 -0.2713 44.9 268.4 25.7 0.2 1957.0
92 10.1947 -0.3217 42.0 269.0 23.5 0.2 1546.5
76 10.2714 -0.1263 35.5 205.1 21.2 0.2 1995.9
89 10.1335 -0.4115 47.9 272.5 21.0 0.2 1426.7
120 10.6329 -0.5107 41.6 331.8 19.1 0.2 1256.4
91 10.7404 -0.1262 47.3 340.3 18.1 0.2 1558.0
130 10.5974 -0.3647 42.0 324.3 17.9 0.2 1071.3
121 10.1926 -0.3076 43.5 268.5 17.9 0.2 1170.4
67 10.1976 -0.3156 33.3 298.9 17.8 0.2 2083.5
60 10.1650 -0.3427 33.0 193.2 17.3 0.2 2206.6
28 10.1616 -0.3567 24.5 269.1 17.3 0.1 4026.7
51 10.1749 -0.3462 24.2 271.2 16.3 0.1 2631.6
82 10.6686 -0.2221 40.3 313.1 16.0 0.2 1424.5
65 10.3338 -0.1518 30.0 318.1 15.8 0.2 2120.2
48 10.5737 -0.5772 39.0 295.9 15.6 0.2 2335.8
94 10.2509 -0.1102 43.6 256.5 15.0 0.2 1365.7
71 10.1929 -0.3972 37.3 353.9 14.7 0.2 1700.5
54 10.4493 -0.0166 33.5 231.6 14.5 0.2 2117.9
144 10.1055 -0.4165 44.4 271.7 14.5 0.2 1005.0
142 10.2516 -0.3393 47.0 288.4 13.9 0.2 877.9
73 10.2975 -0.2711 34.7 238.1 13.7 0.2 1839.2
83 10.6204 -0.4447 38.0 262.0 13.3 0.2 1416.3
69 10.3202 -0.2309 36.0 185.1 13.2 0.2 1661.4
131 10.4050 -0.2020 39.3 284.2 13.2 0.2 1067.1
84 10.6356 -0.4075 36.5 321.0 13.1 0.2 1719.5
68 10.1780 -0.3701 28.4 297.5 12.9 0.1 2030.5
108 10.5772 -0.3491 38.9 308.1 12.5 0.2 1144.9
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. . . Table E.1 continued
‘ = 10�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
70 10.6139 -0.3364 27.4 262.6 12.4 0.1 1871.9
103 10.6184 -0.4378 33.9 214.0 12.3 0.2 1360.2
64 10.1546 -0.3632 27.0 301.6 12.0 0.1 1856.3
146 10.1573 -0.4020 40.8 319.0 11.2 0.2 946.8
96 10.1460 -0.3136 47.5 211.9 11.2 0.2 1176.7
81 10.6728 -0.0249 32.0 337.8 11.1 0.2 1541.5
115 10.1981 -0.2877 41.1 234.4 11.0 0.2 1087.4
79 10.1959 -0.3798 26.5 276.5 10.6 0.1 1480.6
101 10.1807 -0.3586 25.3 254.4 10.4 0.1 1563.7
58 10.1829 -0.4052 31.3 301.3 10.4 0.2 2062.9
123 10.2667 -0.1356 32.9 225.8 10.3 0.2 1258.0
124 10.2196 -0.2031 25.3 251.8 10.0 0.1 1290.5
78 10.0780 -0.1949 32.5 340.9 10.0 0.2 1462.8
106 10.6304 -0.5001 32.7 231.4 9.9 0.2 1269.3
59 9.9984 -0.0340 29.6 295.2 9.7 0.1 2073.1
141 10.2887 -0.2694 34.5 343.9 9.6 0.2 988.5
93 10.2264 -0.3253 27.8 269.7 9.5 0.1 1465.0
87 10.2199 -0.2092 23.1 213.8 9.3 0.1 1620.0
80 10.4429 -0.0010 31.8 199.2 9.2 0.2 1505.1
72 10.8231 -0.1036 31.7 273.0 9.1 0.2 1834.7
192 10.1316 -0.7717 33.0 320.2 9.1 0.2 1191.7
102 10.1997 -0.3272 24.8 312.1 9.0 0.1 1491.8
95 10.2157 -0.2074 24.1 286.9 9.0 0.1 1573.5
168 9.9584 -0.3659 38.1 307.6 9.0 0.2 797.0
50 10.1652 -0.3689 19.0 188.8 8.9 0.1 2598.0
97 10.2227 -0.3766 34.0 305.4 8.8 0.2 1294.1
85 10.1516 -0.3577 26.6 238.0 8.7 0.1 1486.6
107 10.6201 -0.4217 31.8 207.6 8.6 0.2 1141.5
137 10.8252 -0.0092 32.2 244.5 8.6 0.2 1150.3
225 10.6218 -0.5100 31.5 246.3 8.5 0.2 805.0
105 10.6849 -0.3078 29.7 242.4 8.5 0.2 1308.0
145 10.3490 -0.1653 24.8 180.2 8.4 0.1 1273.9
177 10.3587 -0.1652 27.5 219.2 8.3 0.1 1119.6
52 10.1570 -0.3797 33.1 209.9 8.3 0.2 1960.1
133 10.3270 -0.2290 31.4 249.8 8.2 0.2 1054.2
45 10.1805 -0.3449 16.9 321.3 8.1 0.1 2782.5
125 10.1420 -0.3312 31.8 301.2 8.0 0.2 975.1
164 10.4393 0.0076 31.9 286.8 8.0 0.2 934.5
153 10.6038 -0.3731 25.8 271.6 7.7 0.1 1227.0
182 10.7510 -0.1999 31.4 214.6 7.5 0.2 878.8
231 10.3459 -0.1732 26.7 354.5 7.2 0.1 891.8
126 10.2326 -0.3189 33.4 351.9 7.1 0.2 914.6
122 10.1644 -0.2967 33.9 238.7 7.0 0.2 814.2
226 10.2235 -0.1864 29.3 221.0 6.9 0.1 817.9
88 10.2383 0.1141 27.4 336.1 6.7 0.1 1343.5
179 9.7798 -0.1670 30.9 248.9 6.5 0.2 894.5
116 10.1039 -0.0120 30.9 240.5 6.5 0.2 1193.6
148 10.2903 -0.3544 28.5 229.4 6.4 0.1 988.3
184 10.5999 -0.4180 36.0 221.6 6.3 0.2 737.8
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. . . Table E.1 continued
‘ = 10�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
132 10.0666 -0.4084 27.8 283.1 6.3 0.1 1069.8
180 10.2763 -0.1400 26.8 287.1 6.3 0.1 953.7
136 10.6049 -0.3686 22.1 347.1 6.0 0.1 1181.7
118 10.3041 -0.1600 22.9 197.7 5.9 0.1 1187.4
113 10.1762 -0.4025 30.4 205.8 5.9 0.2 1006.6
162 10.6683 -0.2012 27.3 214.1 5.8 0.1 861.2
158 10.1952 -0.3013 26.8 219.0 5.8 0.1 849.2
165 10.1664 -0.4050 33.1 298.9 5.8 0.2 776.0
111 10.6198 -0.4301 25.8 358.2 5.7 0.1 1084.4
112 10.3566 -0.1591 19.3 316.3 5.6 0.1 1513.9
157 9.9810 -0.3860 28.1 259.4 5.6 0.1 848.9
114 10.1575 -0.3039 32.0 329.5 5.5 0.2 1032.7
138 10.6318 -0.4004 22.3 274.1 5.5 0.1 1198.0
170 10.7512 -0.1233 29.8 233.4 5.5 0.2 859.0
191 10.5941 -0.4276 32.7 252.0 5.4 0.2 706.6
193 9.9500 -0.3656 28.9 303.5 5.3 0.1 765.7
147 9.9651 -0.0208 26.2 286.0 5.3 0.1 996.2
167 10.3603 -0.1407 21.3 186.7 5.3 0.1 1067.5
214 10.6588 0.0769 29.8 185.8 5.2 0.2 743.8
90 10.7337 0.0059 24.2 275.0 5.2 0.1 1467.7
151 10.7291 -0.3282 23.7 348.7 5.0 0.1 1048.4
166 10.2986 -0.1674 23.9 243.3 4.9 0.1 942.7
160 10.3879 -0.1958 27.6 279.4 4.8 0.1 886.9
57 10.1704 -0.3493 14.1 315.9 4.8 0.1 2143.2
156 10.7435 0.0168 24.9 276.9 4.8 0.1 905.5
86 10.1650 -0.3309 27.5 183.6 4.7 0.1 1230.9
128 10.3738 -0.1860 28.7 321.7 4.6 0.1 940.4
245 10.6772 -0.2159 27.1 223.1 4.6 0.1 677.8
134 10.3165 -0.2380 24.8 212.4 4.6 0.1 1021.1
163 10.1392 -0.3569 22.7 264.5 4.6 0.1 918.6
251 10.4674 0.0020 25.7 258.9 4.5 0.1 710.3
109 10.2022 -0.3368 17.8 212.1 4.5 0.1 1335.3
98 10.6178 -0.0321 24.5 324.3 4.3 0.1 1272.4
152 10.1777 -0.2843 26.6 216.4 4.2 0.1 882.7
150 10.1450 -0.3272 27.7 326.8 4.1 0.1 817.1
149 10.3313 -0.2468 26.7 316.1 4.1 0.1 885.5
139 10.2828 -0.1444 19.8 317.4 4.0 0.1 1080.4
221 9.9896 -0.3642 27.6 334.2 3.9 0.1 645.4
219 10.2316 -0.3570 30.2 203.5 3.9 0.2 642.0
220 10.0315 -0.3574 24.0 201.4 3.9 0.1 783.4
175 10.2545 -0.1242 23.5 245.5 3.6 0.1 826.5
210 10.2281 -0.1787 23.8 239.5 3.6 0.1 731.8
209 10.1327 -0.3452 24.5 289.3 3.6 0.1 687.0
135 10.2208 -0.3542 22.9 294.3 3.5 0.1 973.4
129 10.1844 -0.3697 17.3 357.7 3.4 0.1 1100.0
236 10.3943 -0.2022 23.7 264.5 3.4 0.1 659.0
172 10.5697 -0.3458 23.8 309.2 3.4 0.1 731.7
229 10.3791 -0.1569 29.5 299.5 3.4 0.1 553.8
203 10.6833 -0.1275 24.0 300.0 3.4 0.1 693.8
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. . . Table E.1 continued
‘ = 10�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
99 10.1598 -0.3736 17.8 350.5 3.4 0.1 1219.5
178 10.6984 -0.0994 23.1 236.9 3.3 0.1 828.8
189 10.3175 -0.2701 18.3 204.5 3.3 0.1 915.8
256 9.8491 -0.0324 26.4 290.4 3.3 0.1 640.5
110 10.1828 -0.3668 16.0 223.6 3.3 0.1 1209.0
195 10.5938 -0.3728 22.6 203.1 3.3 0.1 772.8
238 9.9590 -0.2083 24.0 351.4 3.2 0.1 618.5
143 10.2596 0.0747 21.0 303.8 3.2 0.1 1019.0
259 10.0253 -0.3515 21.8 298.3 3.2 0.1 673.9
212 10.3400 -0.1740 18.9 304.1 3.1 0.1 836.8
204 10.1284 -0.3992 22.0 314.5 3.1 0.1 698.0
242 10.0611 -0.1763 23.5 270.9 3.1 0.1 719.4
173 10.0639 -0.1909 20.7 238.2 3.0 0.1 904.1
294 10.1950 -0.2277 25.2 182.4 3.0 0.1 485.6
233 10.7487 0.0159 21.5 202.7 3.0 0.1 768.7
253 10.1765 -0.2907 23.1 287.6 2.9 0.1 548.1
302 10.5998 -0.3906 24.7 222.9 2.9 0.1 492.7
232 10.0698 -0.3991 23.1 331.0 2.9 0.1 666.9
117 10.2305 -0.1999 15.6 205.7 2.9 0.1 1295.1
261 10.0486 -0.2091 23.7 315.5 2.8 0.1 574.0
267 10.3839 -0.0479 22.5 234.5 2.8 0.1 583.9
240 10.7546 -0.1892 19.4 294.8 2.8 0.1 696.1
217 10.6790 -0.3109 19.1 263.4 2.7 0.1 839.1
154 9.9780 -0.3770 20.4 336.5 2.7 0.1 903.2
230 10.2053 -0.2439 21.8 304.0 2.6 0.1 632.8
249 10.4221 -0.0154 24.8 209.5 2.6 0.1 512.0
279 10.7420 -0.2305 20.7 188.4 2.5 0.1 616.8
246 10.3357 -0.0653 22.8 216.3 2.5 0.1 666.9
216 10.7015 0.1420 20.8 254.1 2.4 0.1 750.5
228 10.2136 -0.3823 21.9 298.8 2.4 0.1 694.4
186 10.2330 0.1122 19.4 205.4 2.3 0.1 805.5
169 10.6089 -0.0296 18.9 260.2 2.3 0.1 855.6
215 10.0945 -0.3753 22.7 239.8 2.3 0.1 578.2
252 10.3619 -0.1341 20.1 185.7 2.2 0.1 689.6
290 10.6319 -0.5191 18.6 290.4 2.2 0.1 653.8
287 10.5470 -0.3874 22.3 348.4 2.2 0.1 488.7
297 10.5787 -0.2939 22.9 297.7 2.2 0.1 475.2
206 10.4176 -0.0233 21.5 231.2 2.2 0.1 626.6
199 10.0188 -0.3942 20.6 269.3 2.2 0.1 783.8
306 10.4558 0.0058 18.6 300.6 2.1 0.1 593.4
257 10.2635 0.0726 20.1 189.3 2.1 0.1 644.1
222 10.1341 -0.3526 20.7 349.9 2.1 0.1 653.2
274 10.8392 -0.4273 18.9 314.6 2.1 0.1 752.0
161 10.7240 -0.1506 19.1 322.5 2.0 0.1 875.9
235 10.3374 -0.1788 16.1 199.6 2.0 0.1 719.4
205 10.6579 -0.3265 20.6 255.6 2.0 0.1 684.2
224 10.3459 -0.1897 19.4 192.8 2.0 0.1 596.6
197 10.6264 -0.4179 16.6 296.8 2.0 0.1 832.6
268 10.4042 -0.0352 19.0 243.5 1.9 0.1 546.7
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. . . Table E.1 continued
‘ = 10�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
286 9.8626 -0.0964 16.9 263.1 1.9 0.1 601.2
176 10.1719 -0.2970 18.3 259.3 1.9 0.1 765.4
198 10.3804 -0.1911 19.0 298.9 1.9 0.1 756.4
202 10.1894 -0.4044 17.9 240.9 1.9 0.1 684.0
262 10.6894 -0.2970 16.6 206.7 1.8 0.1 688.9
317 10.4906 0.0433 16.0 340.5 1.8 0.1 616.2
309 10.5709 -0.0262 19.4 220.1 1.8 0.1 485.0
174 10.6665 -0.2051 14.8 237.0 1.7 0.1 765.4
187 10.1991 -0.3864 16.3 282.9 1.7 0.1 809.6
127 10.1983 -0.1858 16.4 250.3 1.7 0.1 933.4
211 10.1756 -0.3352 17.0 340.3 1.7 0.1 599.7
254 10.0617 -0.1716 15.5 334.4 1.7 0.1 622.6
247 10.0865 -0.4057 16.9 298.0 1.6 0.1 565.6
269 10.3469 -0.1833 16.9 344.3 1.6 0.1 623.1
300 9.9417 -0.3606 18.6 269.2 1.6 0.1 496.3
271 10.3483 -0.2024 23.7 284.9 1.6 0.1 444.5
241 10.8133 0.0231 17.5 239.6 1.5 0.1 666.3
159 10.6299 -0.5031 13.2 219.0 1.5 0.1 895.5
289 9.8783 -0.1112 16.6 270.9 1.5 0.1 540.7
304 10.6716 -0.1930 15.5 245.1 1.5 0.1 492.9
283 10.3300 -0.1815 17.2 242.4 1.5 0.1 525.6
196 10.1899 0.0959 16.9 202.7 1.4 0.1 748.9
308 10.4312 -0.2212 17.9 295.9 1.4 0.1 506.7
213 10.6157 -0.4689 17.3 189.0 1.4 0.1 654.7
263 10.5282 -0.3671 16.7 282.3 1.4 0.1 548.9
218 10.1188 -0.3817 20.4 295.9 1.4 0.1 539.8
258 10.6871 -0.2118 17.6 193.0 1.4 0.1 572.8
301 10.0040 -0.3537 18.1 323.9 1.4 0.1 537.5
266 9.7674 -0.3957 17.2 292.3 1.4 0.1 552.2
227 10.4494 -0.2615 15.0 298.1 1.3 0.1 634.9
250 10.6850 -0.0997 15.1 214.8 1.3 0.1 603.5
277 9.8683 -0.6073 15.5 304.5 1.2 0.1 646.7
248 10.1806 -0.3005 15.6 314.8 1.2 0.1 574.0
201 10.2340 -0.3261 17.2 214.8 1.2 0.1 609.0
292 10.4754 -0.3587 16.0 333.8 1.2 0.1 520.1
270 10.7358 -0.1213 14.4 224.9 1.2 0.1 642.3
314 10.7987 -0.3790 15.1 248.1 1.2 0.1 501.1
282 10.5053 -0.0286 15.3 318.6 1.2 0.1 534.4
310 10.5054 -0.0330 17.8 287.3 1.1 0.1 442.6
188 10.7010 0.0218 15.0 190.6 1.1 0.1 619.6
285 10.5889 -0.3094 15.8 246.7 1.1 0.1 481.9
272 10.4277 -0.2100 14.6 304.8 1.0 0.1 524.5
275 10.6188 -0.4629 15.1 312.9 1.0 0.1 578.6
291 10.5629 -0.3404 16.7 280.4 1.0 0.1 467.6
312 10.4167 -0.0297 15.5 299.3 1.0 0.1 470.3
316 10.0205 -0.3511 13.5 311.4 1.0 0.1 490.0
237 10.1648 -0.2647 15.5 338.4 1.0 0.1 544.3
200 10.0412 -0.0668 16.7 260.9 1.0 0.1 621.2
276 10.0811 -0.4142 12.6 316.4 0.9 0.1 605.6
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. . . Table E.1 continued
‘ = 10�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
303 10.1826 -0.2561 16.7 330.4 0.9 0.1 410.5
244 10.4135 -0.0360 13.5 308.0 0.9 0.1 632.4
278 10.2451 -0.3176 16.7 204.7 0.9 0.1 461.1
284 10.2256 -0.3869 15.0 316.1 0.9 0.1 478.7
295 10.5982 -0.3075 14.6 248.2 0.8 0.1 488.6
273 9.9873 -0.1703 13.0 246.1 0.8 0.0 562.7
320 10.4663 -0.4011 13.9 231.4 0.8 0.1 457.9
296 10.6951 0.0458 13.5 325.3 0.8 0.1 537.9
298 10.5544 -0.3275 13.4 314.7 0.8 0.1 460.3
264 10.2032 -0.2792 14.3 325.1 0.7 0.1 501.8
223 10.3622 -0.1285 13.9 324.5 0.7 0.1 613.8
318 10.6353 -0.4839 14.4 322.7 0.7 0.1 398.3
239 10.1704 -0.3808 16.4 221.0 0.7 0.1 488.4
313 10.3966 -0.1772 13.5 323.5 0.6 0.1 409.6
281 10.3085 -0.1084 16.1 298.0 0.6 0.1 403.4
311 10.0874 0.0351 12.2 295.9 0.6 0.1 426.4
293 10.7535 -0.1494 12.8 305.7 0.5 0.0 487.8
234 10.1668 -0.3237 19.4 298.6 0.0 0.1 366.7

‘ = 30�
Number Gal. Longitude Gal. Latitude Reff PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
1 30.8192 -0.0563 75.0 276.0 581.7 0.5 47760.8
2 30.7033 -0.0683 70.5 256.7 415.0 0.4 27251.7
3 30.7193 -0.0828 69.5 186.0 249.4 0.4 15775.3
6 31.2790 0.0619 80.4 277.2 220.2 0.4 15519.8
15 30.7437 -0.0606 61.5 321.4 191.6 0.3 6869.6
4 30.8088 -0.0503 58.2 200.0 185.7 0.3 11380.6
14 30.6031 0.1771 82.7 288.7 154.2 0.4 6947.8
7 30.6986 -0.0633 40.4 274.9 135.8 0.2 15022.9
16 30.7865 -0.0194 59.3 305.7 129.5 0.3 7401.7
8 30.5892 -0.0437 75.0 318.3 127.3 0.3 8974.2
9 30.4231 -0.2332 77.3 331.5 114.3 0.4 8734.4
11 30.7522 -0.0513 51.7 337.2 107.7 0.3 9351.5
19 30.6826 -0.0738 57.6 259.3 97.3 0.3 5232.7
25 30.6931 -0.0565 47.3 298.5 94.8 0.2 4981.7
27 30.8089 -0.0332 46.9 291.5 91.8 0.2 4635.7
26 30.7319 -0.0795 48.1 351.0 87.3 0.3 4852.3
18 30.7130 -0.0750 38.9 242.4 83.3 0.2 6857.3
43 30.6876 -0.0298 55.8 326.6 78.9 0.3 3160.2
41 30.6927 -0.0444 49.5 182.0 77.0 0.2 3377.5
28 30.6509 -0.2034 65.8 310.7 73.2 0.3 3675.2
54 30.8002 -0.0228 43.8 310.4 72.3 0.2 3542.1
13 30.7873 0.2039 57.2 261.7 69.0 0.3 7053.4
20 30.8124 -0.0253 38.7 321.2 67.8 0.2 5764.7
84 30.6788 -0.0399 54.2 199.7 67.3 0.3 2473.6
47 30.8379 -0.0632 59.8 279.3 66.4 0.3 2801.7
23 30.8179 -0.0234 40.2 301.4 62.0 0.2 5016.2
21 30.8673 0.1136 58.6 281.1 56.7 0.3 4907.5
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. . . Table E.1 continued
‘ = 30�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
24 30.7392 -0.0664 32.1 304.2 53.3 0.2 5596.0
52 30.7913 -0.0309 37.0 195.1 53.0 0.2 3460.3
29 30.3874 -0.1046 61.1 314.9 52.1 0.3 3597.3
55 30.7748 -0.2166 57.0 316.2 50.5 0.3 2840.5
36 30.8279 -0.0660 39.5 230.0 50.0 0.2 3225.1
77 30.2163 -0.1871 51.4 339.6 47.1 0.3 2159.8
22 30.8981 0.1627 50.9 350.0 46.1 0.3 5066.9
53 30.7423 -0.0484 37.0 347.1 44.6 0.2 3369.4
49 30.7327 -0.0723 35.5 296.6 43.8 0.2 3555.4
17 31.2435 -0.1113 50.0 201.9 43.7 0.2 6155.3
48 30.8461 -0.0811 44.2 356.9 37.3 0.2 2545.3
63 30.8956 0.1373 51.7 311.7 35.8 0.3 2113.0
32 30.9590 0.0848 52.2 200.7 35.5 0.2 3421.2
31 30.7609 -0.0547 40.4 326.1 34.7 0.2 3984.0
122 30.7244 -0.0632 38.4 308.7 33.8 0.2 2104.5
81 30.8444 -0.0222 55.0 295.9 33.7 0.3 1733.1
78 30.7020 -0.0543 33.0 311.8 33.4 0.2 2708.1
73 30.8769 0.0584 52.5 235.7 33.3 0.2 2114.5
51 30.8247 -0.0296 42.2 286.8 32.3 0.2 2789.6
46 30.9734 -0.1423 48.3 316.3 31.6 0.2 3023.0
42 30.7567 0.2052 44.6 327.8 30.7 0.2 3203.1
38 31.1587 0.0469 46.5 332.5 30.4 0.2 2905.2
37 30.5353 0.0215 46.9 337.0 29.9 0.2 2870.7
101 30.7945 -0.0148 32.1 290.3 29.8 0.2 2445.7
40 30.7843 -0.0539 38.4 309.7 27.8 0.2 3075.5
45 30.6864 -0.2626 46.0 336.2 27.4 0.2 3063.5
30 30.7679 -0.0462 40.3 187.9 27.2 0.2 3733.0
100 30.7310 -0.0605 30.8 359.7 26.6 0.2 2383.4
57 31.0478 0.3588 47.6 205.3 26.5 0.2 2371.5
76 30.7950 -0.0378 27.0 306.7 26.2 0.1 2866.0
56 30.8511 -0.0851 42.0 184.3 25.3 0.2 2187.7
97 30.8354 -0.0734 37.1 310.4 23.6 0.2 1769.8
129 30.7652 0.2087 41.8 204.9 23.5 0.2 1553.2
102 30.7988 -0.0102 32.3 290.4 22.8 0.2 2043.5
79 30.8197 0.2738 43.1 197.1 22.4 0.2 2058.9
34 30.9982 -0.0773 43.4 284.7 22.1 0.2 3292.6
67 30.7991 -0.0315 24.2 232.0 22.1 0.1 3138.1
70 30.9212 0.0918 49.6 216.5 21.3 0.2 1622.3
61 30.7985 -0.0453 25.7 236.4 20.9 0.1 2951.0
64 30.6857 -0.0405 26.1 213.9 20.9 0.1 2403.2
68 30.2258 -0.1796 38.8 294.8 20.6 0.2 2405.7
71 30.7923 -0.0412 24.8 311.9 20.6 0.1 2899.8
35 30.2960 0.0551 39.7 311.3 20.2 0.2 2982.1
80 30.4262 -0.2147 42.3 269.1 19.8 0.2 1864.8
33 30.7385 -0.0704 22.2 289.4 19.6 0.1 4028.5
139 30.8242 -0.1568 44.1 346.7 19.1 0.2 1314.0
50 30.7865 -0.0274 21.5 228.7 18.7 0.1 3140.7
39 30.7637 -0.0299 40.3 245.2 18.4 0.2 2952.5
95 30.8541 -0.1102 44.5 215.8 18.3 0.2 1583.2
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. . . Table E.1 continued
‘ = 30�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
127 30.6833 -0.0643 27.3 250.0 18.0 0.1 2087.4
74 30.4643 0.0334 40.9 201.9 17.5 0.2 1956.9
90 30.9784 0.2157 40.0 221.1 17.4 0.2 1724.6
175 30.6259 -0.0628 52.2 261.5 17.3 0.2 854.4
128 30.3657 0.1074 43.1 241.5 16.7 0.2 1234.7
86 30.8763 -0.0949 42.5 245.6 16.3 0.2 1663.9
108 30.7809 -0.0915 44.9 328.0 16.3 0.2 1322.9
135 30.8483 -0.1007 43.8 357.4 16.2 0.2 1170.5
59 31.0762 0.4578 35.8 307.3 15.7 0.2 2377.5
103 30.2542 0.0533 38.6 287.3 15.4 0.2 1700.6
125 31.1505 0.2656 44.3 359.9 15.2 0.2 1229.1
110 30.7915 -0.0465 24.4 264.8 14.7 0.1 1933.3
156 31.2569 0.0592 35.5 231.3 14.5 0.2 1191.5
60 30.3487 0.3920 34.5 311.6 14.5 0.2 2384.7
115 30.6804 -0.0279 26.7 192.4 14.5 0.1 1773.6
75 30.7831 -0.0455 28.3 283.0 14.2 0.1 2118.7
185 30.8127 -0.1773 41.8 347.5 14.1 0.2 993.7
58 30.4016 -0.2966 34.7 303.5 13.9 0.2 2589.1
69 30.8020 -0.0335 18.9 201.7 13.1 0.1 3199.9
91 30.7701 -0.0867 39.0 185.7 13.1 0.2 1491.3
109 30.8193 -0.0815 36.0 230.6 13.0 0.2 1486.7
170 30.7567 0.0033 35.8 252.2 12.8 0.2 1098.1
154 30.7865 -0.2129 32.5 237.2 12.7 0.2 1317.0
141 30.7226 -0.0977 29.6 243.1 12.6 0.1 1482.5
119 30.8640 -0.0402 39.9 208.5 12.4 0.2 1166.9
65 30.2001 -0.1689 32.5 356.6 12.4 0.2 2152.5
131 30.6618 0.2287 39.0 287.9 12.2 0.2 1270.9
165 30.5713 -0.0261 38.4 264.1 12.0 0.2 1136.0
126 30.7439 -0.0018 31.3 316.5 11.9 0.2 1524.1
72 30.7367 -0.0477 22.1 301.5 11.8 0.1 2507.9
149 31.0453 0.2599 37.1 356.2 11.5 0.2 1055.5
113 30.7365 -0.0031 33.5 289.7 11.0 0.2 1459.8
221 31.0707 0.0486 42.5 200.4 10.8 0.2 780.3
99 30.3002 -0.2038 32.2 332.2 10.6 0.1 1521.8
92 30.3176 0.0716 33.5 334.5 10.4 0.2 1670.7
202 30.7967 -0.2091 35.0 245.0 10.4 0.2 922.8
94 30.7887 -0.0495 23.3 321.3 9.9 0.1 1821.4
93 30.7663 -0.0359 30.7 292.8 9.9 0.2 1382.1
138 30.7277 -0.0911 23.2 204.0 9.8 0.1 1609.0
106 30.3428 -0.1151 31.8 288.5 9.6 0.2 1407.2
62 30.7821 -0.0260 19.5 328.7 9.6 0.1 2498.0
105 30.6854 -0.0602 17.9 281.1 9.5 0.1 2209.0
66 31.0551 0.4685 28.6 236.7 9.5 0.1 1852.6
44 30.6898 -0.0413 15.3 201.1 9.4 0.1 2950.0
152 30.6945 -0.1487 36.7 296.2 9.4 0.2 1032.9
142 30.4248 0.4656 32.8 189.6 9.3 0.2 1334.0
85 30.6938 0.2273 32.0 283.4 9.2 0.2 1619.3
137 30.8543 0.1481 33.6 230.1 9.2 0.2 1167.0
124 30.8137 -0.1109 36.4 290.8 9.1 0.2 1052.8
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. . . Table E.1 continued
‘ = 30�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
146 30.8433 -0.0125 31.5 293.0 8.4 0.1 1094.8
179 30.6439 -0.1186 35.9 294.7 8.0 0.2 905.8
134 30.8853 0.1396 30.6 281.5 7.9 0.1 1279.4
218 30.6309 -0.0289 40.6 306.6 7.8 0.2 759.0
132 31.1824 -0.1485 33.1 191.3 7.7 0.1 995.0
82 30.5313 -0.2598 29.5 243.4 7.6 0.1 1778.8
181 30.6628 -0.1359 33.4 344.7 7.4 0.2 892.3
83 31.2377 -0.0104 28.2 223.0 7.4 0.1 1679.2
194 30.2459 0.0488 30.4 211.1 7.3 0.1 938.1
87 31.1214 0.0247 30.5 334.9 7.3 0.1 1579.6
197 30.8665 -0.1194 32.1 328.1 7.2 0.2 929.9
98 30.8229 0.0589 27.2 254.5 7.0 0.1 1638.6
116 30.6636 -0.1445 30.2 264.5 7.0 0.1 1328.7
160 30.7307 -0.0958 23.7 187.1 7.0 0.1 1248.2
255 30.7417 0.0081 28.2 237.9 6.9 0.1 953.2
121 30.7750 -0.0939 30.4 202.3 6.9 0.2 1023.9
205 30.7048 0.1022 30.2 356.1 6.8 0.2 993.0
169 30.6241 0.5465 34.4 342.6 6.8 0.2 931.5
155 31.2219 0.0200 33.0 220.9 6.7 0.2 1004.2
140 30.7497 -0.0260 36.2 327.2 6.7 0.2 985.3
107 31.1215 0.0632 30.9 316.8 6.7 0.1 1325.6
112 30.7313 -0.0076 26.2 212.3 6.6 0.1 1414.6
176 30.8629 0.1473 31.1 258.4 6.6 0.2 859.7
111 30.7491 -0.0011 21.2 291.8 6.6 0.1 1625.7
133 30.4152 -0.2229 25.2 210.2 6.5 0.1 1126.5
203 31.2081 0.1007 33.0 208.3 6.4 0.2 815.9
123 30.7566 -0.0283 28.5 213.8 6.4 0.1 1122.4
302 30.6650 -0.0286 29.3 206.6 6.4 0.1 797.6
199 30.8069 -0.0632 20.9 309.5 6.4 0.1 1336.9
190 30.5712 -0.0518 30.9 253.0 6.4 0.1 811.9
164 31.2506 0.0557 26.4 357.7 6.3 0.1 1077.8
153 30.8609 -0.0828 34.2 274.6 6.3 0.2 786.4
147 30.7181 -0.0131 32.5 274.7 6.2 0.2 964.8
89 31.0600 0.0934 27.6 344.1 6.0 0.1 1646.5
150 31.3053 -0.1347 28.5 289.9 5.9 0.2 1123.0
166 30.4321 -0.1154 29.2 349.7 5.8 0.1 890.0
271 30.7630 0.2178 25.3 314.3 5.8 0.1 875.4
253 30.7922 -0.1172 32.5 258.8 5.8 0.2 743.1
145 30.7752 -0.0393 27.7 359.6 5.7 0.1 999.1
206 30.3903 0.1223 27.8 357.2 5.6 0.1 848.8
180 30.7539 0.0180 25.9 346.4 5.6 0.1 1067.2
250 30.8231 -0.1698 25.4 189.3 5.6 0.1 875.9
114 30.7806 0.2305 25.7 258.9 5.5 0.1 1398.7
167 30.9771 0.2092 28.1 255.1 5.5 0.1 985.1
162 30.4388 -0.3816 26.6 325.4 5.5 0.1 1050.5
211 30.8461 0.1773 31.3 199.1 5.5 0.2 766.3
312 30.6582 0.0432 28.9 261.3 5.4 0.2 771.1
235 30.8834 0.1531 30.0 286.5 5.4 0.1 751.8
226 30.5958 0.1622 23.7 301.7 5.3 0.1 902.9
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. . . Table E.1 continued
‘ = 30�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
346 30.7143 0.1109 27.8 220.5 5.2 0.1 718.4
148 30.7645 -0.2228 24.9 291.0 5.2 0.1 1331.1
183 30.2728 -0.2316 32.2 257.8 5.2 0.2 818.5
275 30.7348 0.1121 27.9 311.2 5.0 0.1 845.1
144 30.8284 -0.1231 28.6 181.4 5.0 0.1 1021.5
168 30.9011 -0.0351 28.6 279.4 5.0 0.1 920.1
246 31.2339 -0.0722 26.0 296.3 4.9 0.1 741.7
232 30.9079 0.1345 26.9 200.7 4.8 0.1 744.4
251 31.0252 0.2635 26.9 228.2 4.6 0.1 751.0
273 30.8098 -0.0041 25.3 181.1 4.6 0.1 838.0
210 30.8716 -0.1238 26.1 260.6 4.5 0.1 854.4
195 30.5401 -0.0968 27.6 180.8 4.5 0.1 785.6
193 31.2525 0.0027 29.1 256.6 4.4 0.1 801.7
267 30.7291 -0.0322 35.1 299.0 4.3 0.2 584.1
217 30.8764 -0.0191 32.0 181.0 4.3 0.1 670.5
130 31.0494 0.4691 22.5 216.7 4.3 0.1 1239.6
143 30.7692 -0.1046 27.5 211.1 4.2 0.1 1040.2
189 30.6251 -0.1100 24.5 280.2 4.2 0.1 841.2
220 30.8286 0.2045 26.5 282.5 4.2 0.1 788.6
353 30.5753 -0.2495 30.0 309.0 4.1 0.2 569.1
276 30.6243 0.1689 21.4 281.3 4.1 0.1 814.9
354 30.3225 0.2945 27.9 213.7 4.1 0.1 571.2
374 30.2231 -0.2037 26.7 335.9 3.9 0.1 607.4
315 30.6229 -0.0299 28.6 298.7 3.9 0.1 608.4
249 30.6556 0.2338 24.0 306.3 3.8 0.1 688.3
254 30.3792 -0.0083 26.3 308.8 3.8 0.1 677.2
341 31.0091 0.3591 25.4 336.3 3.8 0.1 612.0
349 31.2415 -0.0581 24.9 351.7 3.8 0.1 657.3
191 30.7131 -0.0455 22.5 302.0 3.8 0.1 989.1
243 30.9948 0.2348 23.8 351.6 3.8 0.1 823.2
159 30.3442 -0.1213 24.4 212.5 3.8 0.1 947.1
207 30.7477 -0.0875 22.9 257.9 3.8 0.1 819.6
230 30.9692 -0.0454 27.4 212.4 3.7 0.1 703.0
238 30.3022 -0.2113 24.0 209.8 3.7 0.1 723.7
228 30.5033 -0.3297 27.4 355.9 3.7 0.1 655.6
204 30.7507 0.0157 19.1 335.3 3.6 0.1 1068.4
294 30.3620 -0.3247 26.0 315.1 3.5 0.1 655.1
174 30.5024 0.1716 24.7 300.4 3.5 0.1 892.2
96 30.9039 0.1482 19.7 190.9 3.5 0.1 1381.0
310 31.2868 0.0841 23.1 337.3 3.5 0.1 732.0
330 30.8715 0.1447 25.4 274.4 3.5 0.1 591.2
186 30.3323 0.1169 22.2 287.2 3.4 0.1 938.4
252 30.3517 0.0854 26.1 258.6 3.4 0.1 708.7
222 30.8231 0.1347 23.8 242.7 3.4 0.1 763.8
371 30.7041 0.1096 21.4 254.8 3.4 0.1 787.9
240 30.4212 -0.1948 24.4 290.1 3.4 0.1 666.3
172 30.7446 -0.0283 26.0 353.6 3.3 0.1 911.9
163 30.6716 -0.0761 18.3 346.5 3.3 0.1 1071.4
328 30.3163 -0.1380 26.0 353.6 3.3 0.1 546.3
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. . . Table E.1 continued
‘ = 30�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
178 30.8079 -0.0737 22.2 273.0 3.3 0.1 997.0
215 30.8472 0.1518 24.8 291.1 3.3 0.1 758.4
297 30.6019 -0.1063 22.9 249.4 3.3 0.1 674.8
161 31.0961 0.1105 23.5 299.1 3.2 0.1 935.1
319 30.8302 0.1344 25.8 237.0 3.2 0.1 627.6
326 30.9689 -0.1318 20.7 324.5 3.2 0.1 707.6
88 30.9443 0.0350 19.5 310.3 3.2 0.1 1569.4
272 31.0244 -0.1123 27.2 288.3 3.2 0.1 648.0
227 30.6531 -0.0136 26.9 300.3 3.1 0.1 687.0
187 30.9651 -0.0554 22.1 202.6 3.1 0.1 779.7
270 31.0446 0.2487 22.3 200.0 3.0 0.1 729.4
265 30.6535 -0.1228 22.8 334.2 3.0 0.1 621.3
344 30.5683 -0.0756 26.0 320.0 2.9 0.1 503.2
239 30.6683 -0.0563 19.8 306.6 2.9 0.1 907.7
291 30.8057 -0.0074 17.2 216.8 2.9 0.1 801.0
295 30.7554 0.1110 21.4 265.9 2.9 0.1 784.8
219 30.8620 0.0361 21.8 359.2 2.9 0.1 709.6
247 31.2387 0.0643 20.6 314.9 2.8 0.1 776.9
314 30.6826 -0.3727 24.0 278.8 2.8 0.1 581.8
158 30.7396 -0.0225 25.7 278.6 2.8 0.1 836.1
224 30.8296 -0.0486 14.6 328.0 2.7 0.1 1264.0
299 30.8356 0.1661 23.2 281.3 2.7 0.1 665.7
201 30.7693 -0.1180 24.3 344.7 2.7 0.1 818.4
321 30.2867 0.0574 20.7 274.2 2.6 0.1 630.4
261 31.0631 0.4698 22.0 294.1 2.6 0.1 686.1
281 30.7852 -0.2633 24.7 293.5 2.6 0.1 716.5
334 30.4557 -0.1350 21.0 254.8 2.6 0.1 654.3
117 30.7747 -0.0866 16.9 201.9 2.6 0.1 1207.8
171 31.2341 -0.1615 20.8 344.5 2.6 0.1 852.7
288 30.5989 0.1648 16.3 272.9 2.6 0.1 841.4
318 30.7640 -0.0023 24.0 308.9 2.6 0.1 597.3
196 30.5880 -0.1239 19.0 209.7 2.6 0.1 834.8
316 30.3569 0.1075 21.2 218.2 2.6 0.1 673.7
332 30.4464 -0.0237 22.8 252.1 2.5 0.1 582.7
336 31.0334 0.4653 25.8 265.7 2.5 0.1 520.4
311 30.7278 -0.1001 16.1 356.3 2.5 0.1 843.7
335 30.3664 0.2876 22.2 331.0 2.5 0.1 606.2
392 31.0857 0.4642 20.7 227.9 2.5 0.1 625.1
269 30.6871 -0.1507 21.6 358.1 2.5 0.1 703.7
278 30.7064 -0.3654 21.5 336.4 2.5 0.1 644.9
345 30.8757 -0.1346 21.2 207.9 2.5 0.1 550.6
298 31.0131 0.3629 21.8 331.3 2.5 0.1 666.5
418 30.4397 -0.0987 23.0 232.3 2.4 0.1 471.1
244 30.8413 0.1197 22.6 260.0 2.4 0.1 749.6
157 30.8737 0.1682 20.3 323.3 2.4 0.1 1014.1
225 31.0473 0.0207 20.9 233.7 2.4 0.1 734.8
188 30.8622 0.1441 16.7 231.1 2.4 0.1 943.0
259 30.8211 -0.1661 17.6 224.0 2.4 0.1 848.8
338 30.4865 -0.0210 22.7 200.2 2.4 0.1 546.2
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. . . Table E.1 continued
‘ = 30�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
356 30.6821 -0.1528 21.5 309.8 2.4 0.1 534.5
380 30.3792 0.1080 20.8 228.7 2.4 0.1 524.3
370 31.0769 -0.1063 21.6 345.1 2.3 0.1 563.2
245 30.5830 -0.2113 26.5 326.5 2.3 0.1 643.9
300 30.7481 0.2004 18.9 189.7 2.3 0.1 728.2
403 31.2427 -0.0709 20.9 203.7 2.3 0.1 491.4
348 31.1418 0.0156 24.2 227.2 2.3 0.1 490.7
372 30.3501 0.0959 19.8 356.4 2.3 0.1 542.4
282 30.6097 -0.1117 19.3 294.2 2.3 0.1 636.5
327 30.8115 0.1885 22.7 217.8 2.2 0.1 618.5
396 31.2764 0.0904 20.3 258.2 2.2 0.1 589.9
279 30.5684 -0.0575 19.7 183.1 2.2 0.1 694.3
305 30.7985 0.0716 18.2 276.1 2.2 0.1 698.6
389 30.4365 -0.3703 21.2 196.4 2.2 0.1 541.4
322 30.9122 0.0218 19.1 313.7 2.2 0.1 657.2
266 30.7087 0.1041 18.2 359.4 2.2 0.1 741.0
382 30.7486 0.0228 19.7 315.0 2.2 0.1 655.9
292 30.7484 0.0133 15.3 317.3 2.2 0.1 914.8
262 30.3237 -0.1974 23.0 355.6 2.1 0.1 599.7
274 30.5145 0.0294 20.3 324.9 2.1 0.1 675.4
184 31.0410 0.3556 15.5 256.9 2.1 0.1 1076.7
308 30.6739 -0.0206 16.0 226.6 2.1 0.1 751.9
320 30.4890 -0.4037 20.2 335.4 2.0 0.1 581.6
360 30.3104 -0.2471 21.5 325.6 2.0 0.1 562.2
352 30.8673 -0.1588 18.2 300.1 2.0 0.1 558.2
350 30.4273 -0.2691 20.7 329.4 1.9 0.1 586.9
406 30.6148 0.2372 21.8 221.5 1.9 0.1 478.3
242 30.8727 -0.0239 19.4 351.3 1.9 0.1 626.3
264 30.4935 -0.3000 18.3 245.2 1.9 0.1 676.4
364 30.6711 -0.0231 14.8 315.7 1.9 0.1 724.3
373 30.7948 0.0744 16.3 192.0 1.9 0.1 626.9
401 30.5824 0.1238 20.1 224.2 1.9 0.1 531.5
236 30.7508 -0.0911 21.4 213.2 1.9 0.1 655.5
260 31.1021 0.2643 18.7 335.7 1.9 0.1 753.6
383 31.1487 -0.1499 19.4 254.1 1.8 0.1 516.0
393 30.7121 0.1391 18.2 193.1 1.8 0.1 549.1
192 30.8586 0.1428 15.3 208.3 1.8 0.1 856.6
309 30.7607 0.0177 17.0 282.5 1.8 0.1 739.9
367 31.0418 0.0814 20.8 254.8 1.8 0.1 487.4
381 31.0725 0.2439 22.8 352.0 1.8 0.1 439.0
296 30.8343 -0.1590 15.5 319.7 1.7 0.1 712.8
323 30.8403 0.1228 17.9 227.9 1.7 0.1 589.0
422 30.6336 0.0839 18.6 246.8 1.7 0.1 499.8
287 30.9875 -0.2176 19.9 279.1 1.7 0.1 569.8
378 30.6630 0.0256 15.0 229.0 1.7 0.1 721.6
233 30.7222 0.0568 18.9 222.7 1.7 0.1 711.2
357 30.5957 -0.1266 17.3 328.4 1.7 0.1 585.2
365 30.5809 -0.2546 19.5 180.7 1.7 0.1 537.4
362 31.0269 0.2692 18.5 224.9 1.6 0.1 551.8
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. . . Table E.1 continued
‘ = 30�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
258 31.2753 0.0051 19.8 319.1 1.6 0.1 643.1
290 31.0642 0.2210 18.7 181.7 1.6 0.1 625.2
395 30.8005 0.0645 16.4 288.5 1.6 0.1 625.5
342 30.2097 -0.1735 14.3 188.2 1.6 0.1 703.3
416 30.6784 0.0621 16.4 314.3 1.6 0.1 577.0
237 30.6895 0.0018 25.2 352.9 1.6 0.1 653.0
293 31.2629 -0.0239 18.1 311.4 1.6 0.1 579.4
229 31.2410 -0.1279 16.9 335.5 1.5 0.1 731.7
285 31.0382 0.2405 17.5 198.0 1.5 0.1 700.6
212 30.4317 -0.1201 16.1 289.0 1.5 0.1 684.6
329 30.9457 0.1578 18.1 187.6 1.5 0.1 571.0
263 30.5020 -0.2647 18.1 190.0 1.5 0.1 682.4
241 30.7190 0.0583 19.5 208.3 1.5 0.1 680.2
399 30.4986 -0.2264 20.2 310.6 1.5 0.1 438.9
301 30.7125 0.0198 22.8 208.1 1.5 0.1 535.2
317 30.6928 -0.3651 15.8 247.8 1.5 0.1 682.6
410 30.5367 0.0001 18.9 343.6 1.5 0.1 465.9
359 30.3389 -0.2501 20.3 263.5 1.5 0.1 527.6
407 30.4016 -0.1034 15.5 310.4 1.5 0.1 557.5
375 30.5591 -0.0212 17.6 289.9 1.5 0.1 529.3
277 30.7080 0.0386 20.2 204.0 1.4 0.1 591.5
231 30.7475 -0.0089 17.2 344.1 1.4 0.1 685.5
280 30.9975 0.2369 14.8 319.4 1.4 0.1 740.2
286 30.8332 -0.0965 20.3 230.4 1.4 0.1 548.8
391 30.6544 0.2263 15.8 288.7 1.4 0.1 567.1
431 31.2712 0.0783 14.1 223.1 1.4 0.1 667.7
358 30.3695 -0.1352 16.7 344.3 1.4 0.1 550.7
289 30.8699 -0.0555 23.0 268.0 1.4 0.1 532.6
385 31.2285 -0.0264 16.3 203.4 1.4 0.1 582.3
343 31.2405 0.0604 14.1 239.9 1.4 0.1 732.8
434 31.0007 0.3796 16.0 296.9 1.3 0.1 491.7
400 30.3161 -0.1552 17.9 253.3 1.3 0.1 496.6
355 30.7166 0.0102 24.5 188.4 1.3 0.1 430.3
325 30.1974 -0.1449 16.6 317.2 1.3 0.1 667.2
387 30.8909 0.0300 17.5 342.9 1.3 0.1 489.6
351 30.2994 -0.2906 16.0 327.2 1.2 0.1 543.3
307 30.2515 -0.2294 17.9 218.7 1.2 0.1 512.9
333 31.1396 0.1310 18.6 297.5 1.2 0.1 529.5
304 30.8291 0.0528 15.1 300.8 1.2 0.1 614.8
347 30.8000 0.0867 15.3 211.4 1.2 0.1 565.0
363 30.3971 0.3195 18.2 232.7 1.2 0.1 492.5
436 30.3497 -0.2740 15.3 270.9 1.2 0.1 492.8
409 30.6623 0.0218 13.4 325.1 1.2 0.1 614.2
412 30.3962 -0.0525 17.9 320.1 1.2 0.1 457.8
430 31.2295 0.1381 16.9 299.1 1.2 0.1 434.7
424 30.7856 0.1192 17.2 234.2 1.2 0.1 475.8
361 30.5743 0.1161 16.0 184.5 1.1 0.1 584.1
414 30.6878 -0.0895 20.8 291.9 1.1 0.1 415.1
423 30.7187 0.1912 17.0 256.0 1.1 0.1 518.6
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. . . Table E.1 continued
‘ = 30�
Number Gal. Longitude Gal. Latitude Re� PA Int Flux Int Flux Err Peak Flux

degree degree Arcsec degree Jy Jy MJy/Sr/Pix
283 31.0630 0.3304 17.3 357.4 1.1 0.1 584.6
177 30.8602 0.1996 17.2 249.8 1.1 0.1 794.2
268 30.6373 0.2750 16.3 311.7 1.1 0.1 676.5
390 31.0423 0.4645 16.4 303.1 1.1 0.1 463.2
404 30.5015 0.3341 18.2 279.6 1.1 0.1 430.9
397 31.1640 -0.0320 15.6 221.8 1.0 0.1 507.4
368 30.5061 -0.2004 15.5 312.0 1.0 0.1 573.1
284 30.6217 -0.0351 15.5 241.0 1.0 0.1 564.8
340 30.8113 -0.0943 19.0 213.1 1.0 0.1 458.4
429 30.4150 0.1434 16.3 259.7 1.0 0.1 435.2
248 30.8761 0.1122 14.3 241.0 1.0 0.1 622.7
173 30.6095 -0.1924 16.0 243.5 1.0 0.1 663.0
384 30.7704 0.0826 15.3 249.3 0.9 0.1 513.5
413 31.0394 0.0272 15.3 213.8 0.9 0.1 484.4
398 31.0750 0.4822 15.8 262.1 0.9 0.1 516.5
402 30.5233 0.0260 14.5 328.0 0.9 0.1 486.7
420 30.5606 -0.0153 14.5 215.4 0.9 0.1 463.4
377 30.6197 -0.0560 15.1 333.7 0.9 0.1 450.4
379 30.7640 0.1046 13.4 227.5 0.9 0.1 590.6
339 31.0836 0.1999 14.8 319.2 0.9 0.1 467.0
437 30.4843 -0.0594 15.3 181.9 0.9 0.0 422.7
313 31.1731 -0.1407 13.5 302.7 0.9 0.1 565.5
306 30.5526 -0.0393 15.6 241.2 0.9 0.1 500.2
411 30.7500 0.1864 13.2 307.9 0.8 0.1 481.6
439 31.0604 0.3466 14.4 250.7 0.8 0.0 418.1
256 30.7247 -0.0272 16.9 196.4 0.8 0.1 605.6
303 30.8472 0.1708 13.2 317.7 0.7 0.1 584.4
435 30.3194 -0.1934 13.0 307.5 0.7 0.1 413.9
331 30.5227 -0.0441 16.0 303.3 0.7 0.1 508.0
427 30.7886 -0.2804 12.4 324.3 0.7 0.1 513.7
408 30.5536 -0.0065 12.4 221.0 0.7 0.1 408.1
415 30.6509 -0.0706 20.8 211.4 0.7 0.1 304.1
419 31.1014 -0.0282 14.6 257.1 0.6 0.1 410.7
213 30.7829 -0.0673 25.8 337.9 0.6 0.1 568.8
428 30.4667 -0.4861 13.7 321.9 0.6 0.1 403.9
394 30.6441 -0.0558 15.6 302.8 0.6 0.1 352.1
376 30.8154 0.0219 14.5 315.9 0.5 0.1 391.2
386 30.8961 -0.0115 13.5 217.9 0.5 0.1 458.8
388 30.7042 -0.0135 16.0 283.2 0.5 0.1 375.2
426 31.2142 -0.0008 13.0 223.0 0.4 0.1 338.5
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Table E.2: The JPS 850 compact-source catalogue at ‘ = 10� & ‘ = 30�. The columns are as follows: (1)
source number assigned by the algorithm; (2)-(3) Galactic coordinates of maximum intensity in the catalogue
source; (4) e�ective radius of source (i.e., Re� =

p
A=�), where A is the area of the source above the threshold

(5) position angle of the identi�ed clump measured anti-clockwise from Galactic north; (6)-(7) integrated
�ux densities and peak.

‘ = 10�
JPS 850 ID Gal. Longitude Gal. Latitude Reff PA Int. Flux Peak Flux

degree degree arcsec degree Jy MJy/Sr/Pix
1 10.6234 -0.3846 155.0 315.8 99.4 5516.9
2 10.4723 0.0265 111.1 184.2 67.1 7128.1
3 10.3001 -0.1479 110.1 345.1 34.7 1139.6
4 10.3412 -0.1435 76.6 351.5 16.7 917.8
5 10.4801 0.0321 97.7 323.0 16.5 786.9
6 10.4634 0.0287 67.2 195.4 11.3 713.8
7 10.2123 -0.3246 108.6 273.0 22.9 639.9
8 10.2868 -0.1257 60.2 239.0 12.1 721.1
9 10.3223 -0.1613 105.7 333.0 21.7 671.9
10 10.2834 -0.1157 105.7 358.3 22.0 513.9
11 10.1668 -0.3624 99.7 272.4 27.2 465.7
12 9.9857 -0.0279 58.7 276.4 3.9 482.8
13 10.1501 -0.3446 91.7 267.7 19.0 441.7
15 10.3201 -0.2579 83.5 275.8 8.8 403.5
16 10.3301 -0.1613 63.4 249.2 11.0 410.2
17 10.6256 -0.3379 113.5 236.6 19.4 421.9
18 10.4434 -0.0190 69.3 244.5 6.2 430.5
19 10.2912 -0.1368 63.5 253.2 7.2 394.1
20 10.6812 -0.0279 105.7 306.2 8.8 350.3
21 10.2068 -0.3546 38.3 250.8 3.6 311.9
22 10.7245 -0.3346 106.6 301.7 8.4 322.9
23 10.1901 -0.3479 87.9 249.2 15.4 302.3
24 10.2034 -0.3490 65.1 197.5 8.2 293.5
25 10.3556 -0.1490 99.3 349.9 15.6 303.0
26 10.1679 -0.3524 35.8 314.9 4.4 279.6
27 10.1756 -0.3513 47.3 346.0 6.2 275.4
28 10.2145 -0.3057 49.4 241.7 2.9 262.5
29 10.6145 -0.3313 90.7 357.0 8.3 266.3
30 10.2279 -0.2079 140.6 310.9 20.2 268.8
31 10.1890 -0.3890 59.7 260.2 4.5 236.7
32 10.1323 -0.3790 72.8 265.4 4.3 217.1
33 10.3334 -0.1524 38.0 323.3 2.6 224.7
34 10.2190 -0.3646 63.0 252.5 3.8 194.9
35 10.1968 -0.3735 75.5 257.0 6.1 209.3
38 10.2145 -0.3590 49.6 239.5 2.9 195.9
39 10.1479 -0.4079 96.1 247.2 6.6 197.3
40 10.2890 -0.1668 91.7 277.0 5.1 181.0
41 10.1645 -0.3446 40.9 186.4 2.5 179.1
43 10.1456 -0.3324 66.0 236.3 4.4 162.3
45 10.7412 -0.1268 89.9 357.5 5.8 170.3
46 10.2990 -0.2702 47.1 224.2 2.6 178.3
47 10.1823 -0.4057 61.2 279.2 2.0 155.9
48 10.1979 -0.3157 65.1 222.1 4.6 152.7
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. . . Table E.2 continued
‘ = 10�

JPS 850 ID Gal. Longitude Gal. Latitude Reff PA Int. Flux Peak Flux
degree degree arcsec degree Jy MJy/Sr/Pix

49 10.2712 -0.1279 71.1 204.2 5.6 186.4
50 10.1412 -0.3702 75.5 343.6 5.1 161.5
51 10.5745 -0.5779 57.4 277.1 1.9 159.0
52 10.3068 -0.2713 66.0 221.7 4.1 157.2
53 10.1523 -0.3557 45.4 237.1 3.2 157.1
54 10.6690 -0.2213 75.3 248.3 3.7 152.5
55 9.9979 -0.0335 47.8 276.8 1.4 148.9
56 10.1779 -0.3702 48.0 243.0 2.4 148.2
57 10.3612 -0.1413 67.9 353.6 3.3 150.1
58 10.6334 -0.5135 81.6 354.3 5.0 135.9
59 10.2479 -0.1102 75.7 249.0 3.6 132.8
60 10.1579 -0.3790 43.3 196.1 1.1 127.1
61 10.1934 -0.3968 46.7 182.1 1.5 118.1
62 10.3490 -0.1646 74.2 183.6 5.9 136.8
63 10.6190 -0.4402 80.1 331.8 5.1 135.2
64 10.6356 -0.4079 64.9 335.6 2.7 139.6
65 10.4056 -0.2013 80.7 276.3 3.7 112.6
66 10.5779 -0.3502 81.7 302.9 3.0 110.8
67 10.0779 -0.1968 55.6 334.7 2.0 112.5
68 10.6323 -0.4990 54.5 228.6 1.9 120.4
69 10.1445 -0.3168 64.0 209.1 2.8 107.3
70 10.6856 -0.3079 77.7 250.9 3.6 119.4
71 10.3201 -0.2335 89.8 218.3 4.8 120.1
72 10.7345 0.0065 55.3 262.9 1.7 111.2
73 10.5968 -0.3635 96.5 309.5 6.3 111.8
74 10.1023 -0.0135 52.4 353.2 1.5 113.1
75 10.1312 -0.4124 73.8 260.2 3.4 108.6
76 10.0679 -0.4079 80.7 187.5 2.5 102.6
77 10.2379 0.1132 72.5 266.6 2.3 106.9
78 10.4434 -0.0013 52.4 219.4 2.0 123.2
79 10.7512 -0.1235 47.1 181.3 1.6 107.2
80 10.1956 -0.3068 75.3 232.1 3.1 92.3
81 10.1768 -0.4024 45.6 225.3 1.1 91.9
82 10.7512 -0.1990 79.2 277.3 3.2 104.1
83 10.8223 -0.1035 38.0 279.7 1.1 113.5
84 10.6179 -0.0324 57.3 335.3 1.4 93.9
85 10.1968 -0.2890 66.5 216.4 1.6 83.0
86 10.2212 -0.3757 67.9 318.4 1.8 90.2
87 10.1045 -0.4168 75.0 276.5 2.9 97.9
88 10.6690 -0.2024 55.6 212.6 1.7 95.6
90 10.6056 -0.3735 41.4 202.7 1.7 99.7
91 10.1579 -0.3035 73.3 231.8 2.3 80.9
92 10.7556 -0.1902 52.2 307.2 1.5 92.4
93 10.6201 -0.4224 52.8 232.2 2.0 96.9
94 10.4379 0.0087 47.8 284.8 1.7 94.1
95 10.0645 -0.1913 71.1 217.9 2.0 92.9
96 10.6845 -0.1279 67.2 210.7 1.6 82.8
97 10.3879 -0.1968 50.1 336.9 1.3 77.7
98 10.1656 -0.3313 46.5 182.1 1.0 79.5
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. . . Table E.2 continued
‘ = 10�

JPS 850 ID Gal. Longitude Gal. Latitude Reff PA Int. Flux Peak Flux
degree degree arcsec degree Jy MJy/Sr/Pix

99 10.3190 -0.2690 37.5 213.6 1.2 88.5
101 9.9657 -0.0202 42.8 321.7 0.9 83.9
102 10.7423 0.0176 76.5 272.7 2.9 83.7
103 10.6223 -0.5101 55.6 229.9 1.9 80.9
104 10.2890 -0.2702 60.9 188.3 2.2 88.1
105 10.8234 -0.0102 54.7 266.7 1.5 99.4
106 10.2323 -0.3213 68.2 199.3 1.7 73.8
107 10.2234 -0.1857 72.2 204.5 3.1 79.9
108 10.8279 -0.0224 65.4 187.3 2.2 91.0
109 10.2501 -0.3413 65.6 289.6 1.8 69.5
110 9.7823 -0.1668 65.4 228.2 1.9 82.4
111 10.3390 -0.1735 28.2 302.2 0.8 85.6
112 10.1334 -0.3457 39.1 305.0 0.8 73.3
113 10.3301 -0.2457 52.4 243.8 1.0 74.3
114 9.9812 -0.3857 57.6 266.5 1.3 74.5
115 9.9501 -0.3668 63.0 316.6 1.6 75.3
116 10.3945 -0.2024 41.4 198.6 0.9 67.6
117 10.7434 -0.2302 65.1 238.2 1.7 74.9
118 10.3734 -0.1857 37.2 253.2 0.6 68.3
120 10.1301 -0.7712 64.6 338.5 2.7 89.1
121 9.9590 -0.2090 49.2 316.4 0.9 65.1
122 9.9568 -0.3668 50.3 316.2 1.3 65.4
123 10.0623 -0.1713 56.9 209.8 1.6 65.9
124 10.2312 -0.3590 48.2 342.9 0.7 55.2
125 10.6579 -0.3279 57.1 268.8 1.1 60.4
126 10.2045 -0.2446 38.8 359.0 0.6 58.5
127 10.0312 -0.3579 69.3 185.2 2.1 61.8
128 10.1779 -0.2846 59.7 275.7 1.1 52.3
129 10.3812 -0.0490 64.8 240.7 1.5 59.7
130 10.6601 0.0787 79.5 218.0 2.8 66.2
132 9.8779 -0.1102 47.1 241.6 0.9 60.6
133 9.9890 -0.3624 65.4 197.8 1.4 56.2
135 10.4701 0.0032 45.6 210.0 1.0 63.3
136 10.0245 -0.3524 35.3 317.5 0.6 56.4
137 10.6779 -0.2157 36.9 184.7 0.6 62.1
139 10.7023 0.1421 36.4 300.5 0.5 58.3
140 10.2890 -0.3546 79.1 297.1 2.1 57.5
141 10.6090 -0.0313 56.2 229.5 0.9 52.7
143 10.6901 -0.2979 42.8 271.3 0.9 61.9
144 9.8490 -0.0324 60.0 188.3 1.7 58.2
145 10.6712 -0.1946 48.6 255.6 0.9 52.4
146 10.2601 0.0732 67.2 349.3 1.7 57.7
147 10.6868 -0.2124 47.8 203.9 0.9 53.2
148 10.7234 -0.1513 57.1 193.2 0.9 51.9
149 10.0501 -0.2113 53.0 301.4 1.2 57.6
150 10.5056 -0.0302 49.6 321.1 0.8 55.2
151 10.0201 -0.3946 51.5 242.0 0.6 51.0
152 10.5723 -0.0246 52.8 252.2 1.1 51.3
153 10.4201 -0.0213 48.2 207.2 0.8 50.1
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154 10.0868 -0.4057 32.5 269.8 0.3 53.6
155 10.2312 -0.1179 78.3 233.3 1.9 48.7
156 10.0179 -0.3557 46.2 333.3 0.9 49.6
157 10.1912 0.0965 34.7 293.8 0.4 53.8
158 9.9790 -0.3779 29.6 217.1 0.4 50.7
159 10.6301 -0.4246 46.7 354.4 0.9 59.9
160 10.8145 0.0232 37.2 241.4 0.6 57.0
161 10.1801 -0.3002 40.1 181.6 0.4 42.1
162 10.2556 -0.1235 35.3 234.5 0.8 68.1
163 10.1745 -0.0290 27.5 319.1 0.3 49.8
164 10.0945 -0.3746 55.1 192.7 0.6 43.8
165 10.5890 -0.3090 50.1 300.6 0.7 48.6
166 9.8501 -0.1024 93.3 259.9 3.9 56.3
167 10.6979 -0.1002 40.6 258.6 0.6 50.0
168 10.4056 -0.0357 50.7 243.4 0.8 47.1
169 10.5712 -0.0168 39.6 194.1 0.5 49.8
171 10.0823 -0.4124 46.5 291.9 0.7 47.6
173 10.3456 -0.1890 33.5 353.2 0.6 55.3
174 10.7623 -0.1824 32.9 316.9 0.3 49.2
175 10.7568 -0.2257 41.9 277.9 0.6 53.2
176 10.2434 -0.1257 58.5 257.3 1.5 53.3
178 10.3779 -0.1557 50.9 287.3 0.8 43.9
179 10.3868 -0.0357 46.9 247.6 0.7 47.4
180 10.1123 -0.0113 43.1 236.3 0.5 47.8
181 9.8879 -0.1102 56.2 257.7 0.9 46.9
183 10.0868 0.0332 54.9 295.8 0.9 46.9
184 10.7112 -0.1579 57.8 223.1 0.8 41.6
185 10.2701 -0.0435 41.6 292.1 0.6 47.3
186 10.6668 -0.1657 68.9 306.2 1.4 42.2
187 10.5979 -0.3079 37.2 262.2 0.4 43.2
188 9.8157 -0.1957 41.4 341.5 0.5 48.0
190 10.1268 -0.3990 35.3 263.8 0.4 41.4
191 10.2123 -0.3813 29.3 311.5 0.3 37.4
192 10.1968 -0.2302 56.9 207.6 0.9 41.9
193 10.5779 -0.2957 48.6 329.2 0.7 45.2
194 10.3090 -0.3524 44.0 270.4 0.5 41.9
195 10.6934 -0.4046 47.3 183.4 0.7 42.1
196 10.0856 -0.4402 40.1 330.7 0.6 40.6
197 10.6279 -0.4524 54.3 239.8 0.8 44.6
198 10.5690 -0.6201 60.9 302.4 1.0 41.9
199 10.6712 -0.1235 48.8 186.9 0.6 40.5
200 10.2679 -0.0324 49.0 343.5 0.8 44.4
201 10.4534 0.0043 36.4 306.6 0.6 51.3
202 10.4334 -0.2213 41.6 339.6 0.5 41.2
204 10.5468 -0.3902 61.6 341.1 0.8 37.0
205 9.8457 -0.1390 37.5 309.2 0.3 41.2
206 10.2956 -0.0735 42.3 278.1 0.3 34.0
207 9.7690 -0.3968 41.1 214.7 0.5 43.3
208 10.3101 -0.1090 33.5 345.0 0.2 35.7
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209 10.7145 -0.2324 41.1 301.5 0.4 38.3
210 9.9901 -0.1657 52.6 347.2 0.9 40.9
211 10.3423 -0.0113 41.4 323.7 0.5 40.5
212 10.7101 -0.2479 34.1 211.9 0.2 35.4
213 10.0445 -0.5701 38.8 329.1 0.4 42.7
214 10.2456 -0.3179 48.8 352.4 0.6 36.2
215 10.0568 -0.3557 49.6 227.3 0.7 39.9
217 10.6701 0.0365 38.3 210.4 0.3 36.8
218 10.4123 -0.0368 39.6 353.6 0.4 35.6
219 10.0590 -0.0546 29.9 291.7 0.3 41.9
220 10.7290 -0.1113 49.2 239.5 0.7 39.9
221 10.1045 -0.0768 61.9 224.1 1.0 36.8
222 10.6901 -0.1013 32.5 294.3 0.3 36.3
223 9.9545 -0.0168 49.9 311.8 0.7 39.8
224 9.8557 -0.0468 53.8 203.6 0.8 38.2
225 10.0801 -0.4224 36.7 323.6 0.4 39.0
227 10.3145 -0.0979 38.8 299.7 0.3 32.8
228 10.1234 -0.4457 32.9 329.8 0.3 36.2
229 10.0145 0.0843 42.3 309.6 0.6 44.0
231 10.3379 -0.0635 36.4 222.2 0.4 36.8
232 9.8590 -0.1068 33.8 199.7 0.4 41.0
233 10.2768 -0.3457 44.7 298.0 0.6 36.5
234 10.0045 -0.3579 45.6 201.8 0.5 35.5
235 10.7656 -0.1768 49.2 356.3 0.6 35.2
236 10.3612 -0.1046 41.4 192.4 0.4 32.5
237 10.7990 -0.3790 52.2 328.5 0.8 41.2
238 10.4979 -0.3279 41.6 193.1 0.4 34.6
239 10.6156 -0.4679 54.3 203.9 0.8 35.6
240 10.1634 -0.0179 49.0 324.7 0.7 36.5
241 10.3490 -0.1990 46.5 321.5 0.6 36.3
243 10.7190 -0.1913 27.5 224.6 0.2 32.0
244 10.3023 -0.0313 37.5 325.3 0.3 34.2
245 10.7034 -0.0490 33.2 291.5 0.3 36.3
246 10.6468 -0.1268 75.1 344.5 1.4 34.2
247 10.5134 -0.0279 42.6 295.7 0.5 37.4
248 10.0768 -0.4357 37.5 328.5 0.4 36.8
249 10.0523 -0.4157 56.4 221.7 0.8 35.7
250 9.9934 -0.1490 41.6 291.6 0.5 34.6
251 10.3890 -0.0257 36.4 221.3 0.3 32.1
252 9.7068 -0.2213 44.9 305.2 0.8 46.2
253 10.7034 0.0209 41.6 199.5 0.5 36.1
255 10.6912 0.0509 48.6 328.0 0.7 33.6
256 9.9212 -0.0768 42.6 231.2 0.4 35.6
257 9.8234 -0.0279 50.5 267.4 0.6 38.2
258 10.7934 -0.0157 48.2 292.4 0.6 37.0
259 10.0979 0.0032 42.8 193.8 0.6 35.5
260 10.6334 -0.4857 40.1 326.4 0.4 34.9
261 10.4434 -0.2402 39.3 357.9 0.3 33.5
262 10.6701 -0.4046 52.6 208.3 0.5 32.9
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263 9.9245 -0.2646 43.5 247.6 0.7 36.6
264 10.4268 -0.2135 38.6 233.2 0.4 32.7
266 10.7612 -0.3090 31.6 245.6 0.3 37.7
267 9.9545 -0.3757 33.2 244.0 0.3 34.0
268 10.8412 -0.4324 36.4 330.1 0.5 55.7
269 10.7745 -0.0335 38.8 222.7 0.3 33.0
270 10.2534 -0.0557 52.2 181.8 0.7 33.1
271 10.7556 -0.1502 36.7 321.4 0.4 33.7
273 10.1723 0.0087 34.1 248.0 0.3 34.4
274 10.2312 -0.2635 37.5 318.4 0.2 27.5
275 9.9723 -0.0646 36.4 295.3 0.3 32.8
276 10.6245 -0.2568 37.5 354.7 0.4 32.4
277 10.1945 0.0821 52.6 317.1 0.5 31.7
278 10.2423 -0.2013 38.3 200.2 0.5 40.0
279 10.7634 -0.1624 32.2 315.8 0.2 30.5
280 10.6534 -0.2379 46.0 309.4 0.5 35.7
281 10.6301 -0.0313 33.5 359.9 0.3 31.8
282 10.4745 -0.3335 44.0 302.3 0.4 33.3
283 10.3179 -0.2913 27.1 316.9 0.2 33.3
284 10.4579 -0.2535 36.9 239.9 0.3 32.6
285 10.3079 -0.0957 28.5 212.7 0.2 29.3
286 10.6034 -0.1290 35.0 322.2 0.3 30.9
287 10.4668 -0.3635 44.5 254.7 0.5 34.1
288 10.2790 -0.3379 38.0 285.2 0.4 31.5
289 10.7512 -0.3635 38.0 227.2 0.3 28.4
290 10.3145 -0.2024 38.0 235.0 0.3 31.4
291 10.3501 -0.2957 30.9 256.3 0.3 32.4
292 10.5290 -0.0313 47.6 299.5 0.6 34.8
294 10.2390 -0.3813 34.1 189.7 0.2 28.3
296 10.4490 -0.2868 28.9 302.5 0.2 30.5
298 10.6445 0.0987 36.9 236.5 0.5 34.8
299 10.4679 -0.4002 42.6 301.4 0.5 33.3
300 10.6912 -0.2413 30.9 221.0 0.2 27.8
301 10.2768 0.1387 45.4 274.7 0.4 30.9
302 10.0490 -0.5801 46.7 327.9 0.6 34.3
303 9.8290 -0.1979 29.9 291.3 0.3 35.2
304 10.7490 0.0432 32.5 342.7 0.2 31.5
305 10.5845 0.0343 44.2 269.7 0.5 30.2
306 10.7323 -0.0646 43.3 266.2 0.5 33.3
307 10.7434 -0.2968 34.7 186.3 0.4 33.5
308 10.4101 -0.1813 59.9 292.9 0.8 30.3
309 9.9968 0.0765 28.2 324.6 0.2 38.2
310 10.3001 0.0143 35.3 310.7 0.3 29.5
311 9.7357 -0.2390 37.2 341.1 0.5 37.2
312 9.7212 -0.2268 34.4 239.8 0.4 39.1
315 10.6334 0.1565 42.3 327.6 0.3 28.0
316 10.3679 -0.0757 42.3 277.5 0.5 30.5
317 9.9134 -0.2735 36.1 237.4 0.3 31.8
318 9.8545 -0.5857 53.2 238.2 0.9 40.4
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319 10.7512 -0.3468 38.6 197.0 0.2 26.3
320 10.3845 -0.0913 38.6 294.7 0.3 29.2
321 10.3756 0.0509 48.6 293.6 0.7 35.8
322 10.6868 -0.4168 28.9 320.3 0.2 28.7
323 10.4145 -0.0746 42.6 184.5 0.3 27.0
324 10.2623 -0.0735 27.1 304.9 0.1 25.1
325 10.2168 -0.6146 30.3 308.6 0.3 33.4
327 10.0645 -0.0390 29.3 231.5 0.2 30.9
329 10.8123 0.0121 32.2 220.8 0.3 29.8
330 10.3656 0.0398 31.9 202.1 0.2 33.1
331 10.1823 -0.2579 39.3 191.5 0.3 26.0
332 10.0390 -0.1557 43.3 218.4 0.4 27.7
334 10.8123 -0.0713 32.5 214.6 0.3 29.5
336 9.9945 -0.2813 31.9 338.7 0.2 29.3
337 10.5201 0.0476 29.3 233.7 0.2 28.6
338 10.3190 -0.1113 37.5 240.0 0.1 20.6
339 10.0623 -0.2102 29.9 324.4 0.2 30.8
340 10.0368 -0.5524 33.5 332.6 0.3 29.2
341 10.6156 0.0121 36.7 296.4 0.3 27.0
342 10.5245 0.0243 27.8 287.6 0.1 25.9
343 9.9545 -0.1224 39.9 277.2 0.3 28.0
344 9.9157 -0.0213 40.6 277.4 0.4 27.6
345 10.8345 -0.4579 29.6 293.3 0.3 43.2
346 10.5723 -0.0502 35.5 304.0 0.2 25.0
347 9.9012 -0.3246 27.5 316.2 0.2 27.9
348 10.3112 -0.0746 45.6 252.2 0.3 24.3
349 10.7079 -0.0657 34.1 342.2 0.3 27.8
350 10.4723 -0.3679 36.1 257.6 0.3 27.9
352 10.3612 0.0465 27.8 282.0 0.2 33.4
353 10.4079 -0.3524 40.1 221.5 0.4 27.3
354 10.7312 -0.2935 36.7 264.7 0.3 26.8
355 10.7145 0.0121 42.3 211.6 0.5 33.7
356 10.7945 -0.0924 32.5 224.2 0.3 30.6
357 9.8545 -0.1335 29.2 282.3 0.2 29.2
358 10.6534 -0.0557 33.8 235.2 0.2 26.5
359 10.2168 0.0498 40.6 271.3 0.4 29.1
360 10.7234 -0.0702 50.5 326.9 0.7 28.7
361 10.6156 -0.2368 32.9 353.5 0.2 28.5
362 9.9223 -0.1490 47.1 307.7 0.4 24.5
363 10.5423 0.0887 32.5 205.1 0.2 25.8
364 10.7856 -0.0868 29.9 307.6 0.2 27.8
365 10.2734 0.1732 40.1 227.9 0.3 28.7
366 9.9334 -0.1824 36.1 214.6 0.2 25.7
367 10.2934 -0.3113 32.5 316.6 0.1 20.3
368 10.0056 -0.1924 27.8 316.1 0.2 25.4
369 10.0590 0.0532 33.8 184.8 0.3 27.6
370 10.0045 -0.3224 26.7 214.8 0.1 22.9
371 10.1068 -0.2702 26.7 268.0 0.1 24.4
372 10.5823 -0.2190 31.6 318.2 0.2 27.3
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373 9.9301 -0.0202 46.7 215.6 0.5 28.0
374 10.6623 -0.0590 31.3 280.4 0.1 20.3
376 10.5312 -0.5746 35.8 238.9 0.4 32.4
377 10.6090 -0.5568 35.2 311.9 0.2 25.9
378 10.6334 0.0065 33.8 240.9 0.2 24.1
379 10.5456 -0.0290 29.6 213.9 0.2 25.9
380 10.5145 -0.0602 36.7 258.7 0.3 23.2
381 10.1245 -0.4568 30.9 246.4 0.2 23.5
384 9.7834 -0.0790 35.0 269.8 0.3 29.4
386 10.4568 -0.4090 33.8 319.0 0.2 24.2
387 10.1834 -0.1702 27.1 232.5 0.2 24.0
391 10.8267 -0.2657 28.2 181.8 0.2 24.8
392 10.0034 0.0298 29.6 231.3 0.1 19.8
393 10.8045 -0.3990 37.5 251.8 0.4 30.1
394 10.7034 -0.3024 32.2 337.6 0.2 27.2
395 10.5323 -0.5590 25.9 214.3 0.2 26.9
396 9.7801 -0.2002 24.7 227.0 0.1 22.1
397 10.8556 -0.0646 25.9 248.5 0.1 25.5
398 9.9412 -0.0379 38.3 252.9 0.3 21.3
399 9.9801 -0.6235 30.9 302.6 0.2 23.6
400 10.2023 -0.1457 39.3 248.0 0.2 19.5
401 10.2590 0.0387 26.7 303.2 0.1 22.8

‘ = 30�
JPS 850 ID Gal. Longitude Gal. Latitude Reff PA Int. Flux Peak Flux

degree degree arcsec degree Jy MJy/Sr/Pix
1 30.8178 -0.0566 101.1 263.2 70.7 4422.9
2 30.7033 -0.0688 129.1 300.7 74.4 2199.1
3 30.7200 -0.0833 90.6 331.4 27.4 1237.5
4 30.8111 -0.0511 65.7 219.1 17.8 1029.7
5 31.2811 0.0612 112.0 280.0 26.9 1135.4
6 30.5900 -0.0433 111.1 246.7 16.6 704.6
7 30.4200 -0.2322 110.2 318.5 19.8 825.7
8 30.7533 -0.0511 64.1 345.4 14.0 719.3
9 31.2433 -0.1111 77.1 209.2 7.2 588.1
11 30.7433 -0.0611 96.9 294.2 33.1 605.6
12 30.7144 -0.0755 47.1 230.2 8.3 570.4
13 30.7855 -0.0211 86.7 296.8 23.1 591.4
14 30.8666 0.1134 94.2 262.3 9.1 518.8
15 30.6044 0.1756 123.3 297.8 23.4 540.9
16 30.7878 0.2034 83.1 254.4 9.0 578.1
18 30.8122 -0.0244 75.9 295.1 15.2 476.1
19 30.7333 -0.0800 75.5 335.4 14.8 437.7
20 30.6833 -0.0744 71.4 260.0 10.2 430.0
21 30.7855 -0.0277 82.2 336.9 21.4 401.1
22 30.8978 0.1612 68.3 186.0 5.7 365.5
23 30.8078 -0.0333 52.4 226.0 9.3 389.9
24 30.7678 -0.0455 51.9 354.9 5.6 354.0
25 30.7611 -0.0533 76.5 342.9 9.0 384.0
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26 30.5355 0.0200 89.4 274.4 6.6 319.0
27 30.3878 -0.1055 111.6 291.1 9.3 325.6
29 30.6522 -0.2044 94.7 315.0 10.7 316.8
30 30.9600 0.0856 95.1 290.3 7.0 290.1
31 30.6933 -0.0433 48.2 245.2 6.4 292.8
32 30.8300 -0.0644 92.7 259.1 13.5 296.3
33 30.8022 -0.0244 51.5 349.0 8.4 303.0
34 30.8489 -0.0833 81.7 334.0 9.1 258.8
35 30.8944 0.1378 89.6 289.6 8.5 249.2
36 30.6889 -0.0300 80.1 310.7 11.2 281.9
37 30.6866 -0.2622 80.1 183.4 5.2 280.5
38 30.7733 -0.2155 91.8 184.0 9.4 294.5
39 30.7644 -0.0300 72.1 285.6 7.4 245.0
40 30.9966 -0.0766 93.5 283.0 5.1 242.5
41 30.9722 -0.1422 101.3 355.3 9.2 265.9
42 30.2967 0.0545 81.0 287.9 4.3 227.3
43 30.7422 -0.0488 62.2 260.7 7.2 275.5
44 30.6800 -0.0400 77.5 183.1 10.1 235.8
45 31.1589 0.0456 98.0 216.0 5.8 234.3
46 30.9200 0.0900 81.2 214.5 4.8 196.1
47 30.2155 -0.1877 106.9 339.3 11.7 234.7
48 30.4011 -0.2955 74.2 272.8 3.3 207.3
49 30.7578 0.2034 62.9 329.1 4.1 239.6
50 30.7844 -0.0544 39.3 303.4 2.6 237.5
51 30.8766 0.0578 109.3 215.1 8.4 208.1
52 31.0466 0.3578 80.7 221.3 5.0 202.5
53 30.9444 0.0345 36.9 232.2 0.8 175.3
54 30.4244 -0.2144 77.1 282.5 5.1 201.9
55 30.2255 -0.1799 69.5 327.8 4.4 210.5
56 30.4655 0.0323 72.8 214.2 3.5 165.9
57 30.7978 -0.0100 71.8 251.9 4.9 190.0
58 30.2000 -0.1688 67.4 193.2 2.7 182.6
59 31.0755 0.4578 63.7 319.2 3.6 193.3
60 30.3489 0.3911 63.2 324.0 3.1 211.4
61 31.0555 0.4689 68.3 270.2 3.3 172.3
62 30.8222 0.0589 86.8 293.4 3.6 161.9
63 30.7711 -0.0877 62.2 222.6 3.4 165.5
64 30.7833 -0.0455 39.9 276.8 2.6 180.2
65 31.0600 0.0934 46.2 347.0 1.3 141.0
66 30.8433 -0.0211 68.6 289.6 3.8 145.3
67 30.8755 -0.0955 69.8 235.4 2.8 144.6
68 30.8244 -0.1577 75.1 181.8 4.5 167.9
69 30.9789 0.2156 81.5 228.1 4.5 158.4
70 30.8544 -0.1100 63.8 243.7 3.0 149.2
71 30.7255 -0.0644 45.6 318.8 3.5 178.7
72 30.8344 -0.0722 39.3 319.6 2.1 155.8
73 30.2544 0.0523 58.5 320.0 2.5 146.3
74 30.8544 0.1478 80.7 288.6 5.4 147.0
75 31.2555 0.0578 83.2 246.5 6.4 157.8
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76 30.3644 0.1056 83.8 258.9 4.9 138.8
77 30.3189 0.0700 65.7 315.8 2.4 140.2
78 30.7744 -0.0400 33.2 226.6 1.8 146.4
79 30.7766 -0.0900 68.6 337.2 4.1 137.5
80 30.5322 -0.2599 42.1 246.4 1.2 144.4
81 30.6933 0.2267 60.0 280.8 1.9 136.2
83 30.7500 -0.0011 33.8 329.1 1.6 167.3
84 30.7489 -0.0266 55.1 302.8 2.9 127.2
85 31.1211 0.0256 41.9 334.9 1.1 128.9
86 30.3000 -0.2044 71.5 222.3 3.0 132.0
87 30.8200 0.2734 61.6 204.8 2.7 139.4
88 31.0455 0.2589 65.1 355.8 3.5 125.7
89 30.7455 -0.0044 44.7 336.3 2.5 147.5
90 30.8478 -0.1033 69.2 282.1 3.3 128.1
91 30.6633 -0.1444 43.5 272.7 1.2 113.5
92 30.8633 -0.0399 61.2 197.5 2.1 114.2
93 30.6244 0.5456 60.7 269.5 1.8 110.8
94 30.7233 -0.0988 73.8 356.6 2.4 123.5
95 30.7644 0.2078 76.9 335.8 4.9 140.9
96 31.2377 -0.0111 40.4 210.8 1.0 115.6
97 30.7378 -0.0044 48.0 323.0 2.4 133.0
98 31.1500 0.2634 86.7 188.9 4.0 116.2
99 30.3433 -0.1155 60.0 335.7 2.5 117.0
100 30.3911 0.1223 78.4 272.1 2.7 107.1
101 30.5689 -0.0266 65.3 274.2 2.7 121.0
102 30.7855 -0.2144 50.9 242.3 2.6 127.6
103 30.7322 -0.0077 38.0 223.0 0.9 114.0
104 30.6611 0.2289 66.8 253.9 2.4 115.2
105 30.7578 0.0034 63.7 305.5 3.4 127.9
106 30.8155 -0.1122 66.6 306.5 2.1 111.4
107 30.6633 -0.1377 67.4 353.2 2.0 104.2
108 30.7522 0.0145 98.4 282.2 7.1 121.5
109 30.4389 -0.3811 56.6 278.2 1.6 97.3
110 30.8211 -0.0811 39.1 223.7 1.1 113.2
111 30.8433 -0.0133 60.4 267.9 1.6 92.9
113 30.6244 -0.1100 79.1 308.8 3.2 94.4
114 30.7055 0.1023 57.1 226.7 2.8 118.6
115 30.9078 0.1356 37.5 326.9 1.1 107.9
116 30.7478 0.0101 51.9 270.5 2.9 111.6
117 30.7689 -0.1044 46.5 193.0 1.1 106.4
118 30.3322 0.1167 78.4 341.2 2.2 98.5
119 31.1833 -0.1488 54.0 327.0 1.4 96.9
120 31.0966 0.1100 44.9 246.6 0.9 96.3
121 30.8666 -0.1200 78.0 181.4 3.0 99.6
122 30.9022 -0.0355 64.1 227.7 1.5 87.3
123 30.7800 0.2300 53.8 305.7 1.4 115.3
124 30.8122 -0.1766 67.1 350.5 3.4 108.0
125 31.1222 0.0623 56.6 311.6 1.1 95.9
126 30.6433 -0.1177 47.1 348.7 1.1 83.6
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127 31.0711 0.0500 72.1 229.1 2.4 85.9
128 30.2467 0.0489 59.4 213.1 1.9 91.9
129 30.6278 -0.0622 71.6 279.1 2.7 87.8
130 31.2400 0.0623 81.9 264.0 4.1 95.7
131 30.2755 -0.2311 54.0 255.7 1.2 81.5
132 30.9044 0.1478 36.1 195.2 0.8 93.0
133 30.8222 -0.1666 63.2 308.0 2.5 105.0
134 30.8622 0.0356 71.2 326.7 2.2 90.3
135 30.8855 0.1523 54.3 322.8 1.7 92.2
136 30.9655 -0.0555 48.4 342.6 1.1 84.2
137 30.7033 0.1089 59.2 238.3 3.0 96.9
138 30.4322 -0.1177 60.2 193.9 1.9 89.2
139 30.4244 0.4645 82.6 348.7 3.1 103.7
141 31.2222 0.0189 63.7 200.1 1.8 89.2
142 30.9700 -0.0466 43.5 354.9 0.9 80.9
143 30.6500 -0.1211 60.0 336.6 1.5 72.5
144 30.6655 -0.0266 70.1 206.8 3.1 84.8
145 30.8600 -0.0833 43.5 246.6 1.2 86.0
146 30.5033 0.1712 44.9 286.1 0.9 86.1
147 31.2533 0.0023 54.5 250.8 0.9 75.8
148 30.5400 -0.0977 59.4 297.0 1.5 86.0
149 30.6944 -0.1488 64.5 236.2 1.7 85.4
150 30.5966 0.1634 47.6 316.9 1.6 95.3
151 31.2344 -0.0722 61.6 256.2 1.8 85.8
152 31.3044 -0.1355 50.9 311.8 1.3 90.2
153 31.0244 0.2623 70.1 240.0 3.6 95.1
154 30.8722 0.1445 51.9 188.0 1.6 77.0
155 30.8466 0.1778 57.4 191.5 1.7 88.7
156 30.8289 -0.1233 42.8 180.5 0.8 81.3
157 30.4878 -0.0222 74.0 331.2 2.1 72.8
158 30.3233 0.2945 52.2 294.6 1.4 80.7
159 30.7189 -0.0144 60.6 326.3 0.9 69.9
160 30.5878 -0.1244 36.4 216.8 0.8 76.6
161 30.5033 -0.3288 57.6 204.6 1.3 75.9
162 30.9689 -0.1322 46.9 239.3 1.3 82.6
163 30.9955 0.2345 72.9 205.9 2.8 84.6
164 30.3800 -0.0088 50.5 306.9 1.1 77.5
165 30.4266 -0.2499 53.0 351.6 1.9 81.7
166 31.0444 0.2489 44.5 203.7 1.4 78.7
167 30.7633 -0.2211 30.3 319.6 0.7 89.0
169 31.2100 0.1000 75.1 195.4 2.2 76.2
170 30.7155 0.1101 38.8 222.1 1.3 85.9
171 30.7344 0.1123 77.3 305.4 3.5 85.5
172 30.6600 0.0445 72.2 190.3 3.1 90.1
173 30.6255 0.1678 79.5 325.6 3.4 80.8
174 30.6022 -0.1066 76.9 235.3 3.3 69.8
175 30.3511 0.0845 46.7 230.3 0.9 63.9
177 30.7978 -0.2088 48.2 194.8 1.4 82.4
179 31.0111 0.3589 79.5 290.9 3.0 74.3
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180 30.8744 0.1678 35.0 191.7 0.5 72.5
182 31.0233 -0.1111 56.7 232.5 1.3 72.1
184 31.2344 -0.1622 58.7 247.6 1.1 72.8
185 30.6089 -0.1122 56.4 207.9 2.0 68.4
186 31.1489 -0.1499 59.2 308.3 1.3 67.9
187 30.7933 -0.1177 77.5 228.7 2.1 67.1
188 31.1022 0.2645 40.4 199.3 0.6 63.7
189 30.4555 -0.1366 52.8 244.5 1.4 72.4
191 30.8344 -0.1588 53.4 333.7 1.3 71.7
192 30.3022 -0.2111 57.6 234.1 1.6 65.7
193 30.5155 0.0300 49.4 285.6 0.8 60.3
194 30.4211 -0.1955 67.2 338.5 1.6 63.0
195 30.6833 -0.3733 50.9 257.9 0.9 62.0
196 30.6566 0.2345 37.2 207.9 0.6 64.1
197 30.5689 -0.0522 55.1 183.3 1.3 61.1
198 31.2433 -0.0611 65.2 227.5 2.0 64.4
199 30.7489 0.2000 35.5 227.9 0.6 76.5
200 30.7078 -0.3666 56.0 325.6 1.4 62.6
201 31.1755 -0.1377 48.4 201.7 0.9 62.7
202 31.0389 0.2400 38.3 318.6 0.9 73.2
203 31.0844 0.4634 73.3 261.2 2.6 73.9
204 30.7566 0.1112 47.3 324.4 0.9 67.0
205 31.0466 0.2745 50.1 250.0 1.4 66.0
206 30.6933 -0.3655 47.6 250.8 1.0 62.9
207 30.9866 -0.2177 31.3 317.6 0.4 58.9
208 30.8089 -0.0733 32.2 263.7 0.4 61.3
209 31.0422 0.0800 60.6 330.8 0.8 48.8
210 30.3511 0.0967 48.0 235.1 0.9 58.6
212 30.3078 0.0789 64.8 228.0 1.6 57.6
213 30.4378 -0.3888 31.6 216.2 0.4 55.2
216 30.7478 -0.0877 37.2 316.8 0.7 66.1
217 30.3811 0.1089 48.4 187.0 0.9 58.2
218 30.7700 -0.1177 36.4 185.0 0.6 60.8
219 30.3633 -0.3255 63.8 183.9 1.5 60.6
220 30.8300 0.0523 39.9 254.1 0.7 58.5
221 31.2733 0.0789 67.4 302.4 2.8 73.3
222 30.8755 -0.1355 71.1 240.3 1.9 57.8
223 31.0444 0.2823 53.6 359.8 1.5 61.4
224 31.2622 -0.0233 46.9 291.0 0.7 55.9
225 31.0489 0.0212 73.3 259.4 2.1 54.0
226 30.5822 -0.2111 38.0 323.2 0.6 55.4
227 30.3678 0.2856 50.1 225.2 0.8 55.2
229 30.4922 -0.2999 50.7 334.9 1.1 59.8
230 30.3178 -0.1577 62.7 357.2 1.3 55.0
231 30.6344 0.0845 47.6 277.2 0.9 56.3
232 31.0022 0.3800 63.3 330.8 1.4 56.2
233 30.8678 -0.1588 79.3 259.2 2.3 59.8
234 31.2755 0.0056 41.4 180.6 0.4 54.5
235 30.8100 -0.2044 60.2 281.7 1.5 65.7
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236 30.3700 -0.1355 59.5 286.6 1.4 54.8
237 30.6700 -0.0555 35.0 302.7 0.7 62.0
238 30.9111 0.0212 88.7 263.0 2.8 53.3
239 31.0644 0.2200 44.5 183.8 0.6 48.7
241 30.4089 -0.1022 40.9 183.5 0.6 50.6
242 30.5833 0.1256 60.0 271.9 1.3 57.2
243 30.6655 0.0245 75.4 319.3 2.9 64.1
244 30.8611 0.1989 48.8 232.6 0.8 56.9
245 30.4889 -0.4044 55.3 190.2 1.0 53.7
246 30.2300 -0.2233 40.6 343.7 0.6 60.8
247 30.4478 -0.0255 67.9 348.3 1.8 50.9
248 31.0878 0.4489 45.4 311.1 0.8 62.9
250 30.3167 -0.1377 32.2 263.1 0.6 57.3
251 30.8744 -0.0244 45.6 207.0 0.8 48.5
252 30.8278 0.1345 62.9 271.4 1.7 63.0
253 31.2411 -0.1277 48.4 355.3 0.8 55.5
254 31.0711 0.2434 47.3 216.9 0.6 49.3
255 31.2755 0.0889 40.9 255.1 0.9 66.4
256 30.5800 0.1200 70.9 226.8 2.3 58.1
257 30.8400 0.1212 56.9 246.9 1.3 56.2
258 30.6233 0.0823 55.8 344.5 1.0 55.6
260 30.6378 -0.1966 41.6 279.8 0.7 56.5
261 30.2955 -0.2266 37.8 342.0 0.6 53.4
262 30.7044 0.1223 50.5 214.5 1.2 58.9
263 30.6255 -0.0311 66.6 275.0 1.6 47.8
264 30.2633 0.0245 82.4 291.8 2.3 47.3
265 30.7666 0.1056 50.5 243.0 0.7 54.0
266 30.3544 -0.1299 41.1 241.2 0.6 55.3
267 30.7844 0.2734 60.0 187.1 1.7 64.8
268 31.2289 -0.0266 37.8 194.3 0.5 56.3
269 30.4378 -0.0999 67.4 254.5 1.6 52.7
270 30.3644 0.3845 51.7 241.6 0.9 56.3
271 30.8000 0.0867 53.0 236.0 0.9 51.2
272 30.6655 -0.4211 51.1 322.1 0.8 46.8
273 30.7978 0.0712 75.7 321.3 2.5 51.4
274 30.3122 0.1567 42.8 221.5 0.5 46.3
275 30.7866 -0.2633 42.6 333.3 0.7 58.3
276 30.5566 -0.0211 48.0 223.5 0.9 47.0
277 30.4355 -0.3722 37.8 237.8 0.6 48.9
278 30.7755 0.0778 45.6 315.8 0.5 47.5
279 30.5966 -0.1266 48.8 234.5 1.0 50.3
280 30.5400 0.0000 47.1 260.8 0.7 47.4
281 31.2866 0.0845 49.6 304.8 1.3 62.0
282 30.7611 0.0989 42.3 306.0 0.5 53.1
283 30.4633 -0.1344 66.3 317.6 2.2 55.4
284 31.1044 0.2589 35.8 349.3 0.4 45.6
285 31.2266 -0.0355 57.3 313.7 1.3 53.3
286 30.7222 0.0556 51.1 291.6 0.7 49.6
287 30.4289 -0.2688 47.1 182.2 1.0 56.9
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288 30.4955 -0.3911 66.8 334.4 1.3 49.9
289 30.4766 -0.0533 64.6 233.8 1.3 47.2
290 30.5855 0.0056 48.2 236.5 0.7 45.1
291 30.7511 0.1867 32.9 247.0 0.3 48.8
292 30.8878 -0.3499 54.3 287.8 0.8 45.2
293 30.3989 0.3189 36.9 216.9 0.4 44.7
294 30.5011 -0.2655 45.1 345.5 0.7 51.4
296 30.9866 -0.1377 47.8 324.3 1.3 56.6
297 30.5522 -0.0777 48.8 220.8 0.9 43.5
298 30.8555 -0.1522 32.5 219.9 0.4 53.3
299 31.0433 0.3423 60.0 263.1 1.3 50.5
300 30.8200 -0.1944 43.5 311.5 0.9 56.7
301 31.0755 0.2223 44.7 254.7 0.6 39.7
302 30.3089 -0.2466 33.2 313.3 0.3 43.3
304 30.2478 0.2434 61.4 236.0 1.3 54.2
305 30.8344 0.1667 36.9 305.5 0.6 44.7
306 31.0433 0.2945 41.1 327.6 0.5 45.5
307 30.5844 -0.1111 38.6 221.4 0.5 44.9
308 30.4966 -0.4622 46.5 205.5 0.7 44.0
309 31.0833 0.2000 40.1 356.2 0.4 42.7
310 31.2733 0.1334 36.9 236.5 0.4 48.9
311 30.4844 -0.0588 35.8 333.6 0.4 44.3
312 30.9189 0.4278 44.7 213.4 0.7 47.5
313 31.1644 -0.1544 54.7 192.1 0.9 45.0
314 30.6533 -0.0155 32.9 312.6 0.3 40.2
315 30.9466 -0.0644 60.4 277.1 1.2 44.5
316 30.8155 0.0223 48.8 287.4 0.3 37.2
317 31.2289 0.1378 49.6 290.2 0.7 42.8
318 30.5022 -0.4955 49.2 278.7 0.7 41.9
319 30.5100 -0.3033 41.6 187.5 0.5 42.8
320 30.5000 -0.2255 47.3 354.2 0.6 44.1
321 30.7278 -0.0300 49.6 341.9 0.8 43.4
322 31.0766 -0.1077 42.8 214.8 0.5 42.8
323 30.8111 0.1889 45.1 328.0 0.7 48.5
324 30.7122 0.1389 56.6 208.7 1.4 51.6
325 31.0744 0.2256 38.6 233.5 0.3 35.8
326 31.0233 -0.0877 41.9 243.6 0.5 42.0
327 31.0222 0.2467 47.3 325.8 1.1 54.7
328 30.1989 -0.1455 41.4 302.1 0.6 47.9
329 30.3555 -0.2777 63.0 343.7 1.3 43.2
330 30.6155 0.2367 62.0 217.1 1.3 45.1
331 30.2156 0.0200 40.9 196.6 0.5 46.7
332 30.3400 -0.2511 34.4 215.3 0.4 40.7
334 30.7833 -0.0655 43.3 201.8 0.5 43.6
335 31.0111 -0.1399 64.0 215.1 1.7 48.3
336 30.7211 0.1523 60.9 258.7 1.1 43.6
337 30.6489 -0.0699 35.5 339.1 0.4 39.3
338 31.1389 -0.2899 52.8 285.1 0.8 38.7
339 30.7889 -0.2833 54.0 331.8 1.2 48.7
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340 30.9944 0.1212 55.3 274.2 1.1 44.4
341 30.8789 0.1267 33.2 243.9 0.3 38.6
342 30.6100 -0.1933 28.2 222.3 0.2 38.6
343 30.2644 0.0367 31.6 202.3 0.4 40.8
344 30.7855 0.1178 57.1 233.8 0.8 41.8
345 30.4989 -0.4999 45.4 301.2 0.5 41.1
347 30.9000 -0.0099 57.8 304.8 0.8 37.1
348 30.2989 -0.2922 80.0 241.4 1.5 38.5
349 30.7355 -0.2933 36.9 191.8 0.4 45.7
350 31.3344 -0.1533 24.3 230.1 0.2 56.8
351 30.2633 -0.2211 44.5 236.9 0.6 39.9
352 30.7922 -0.1322 40.9 200.8 0.4 40.7
353 30.5978 -0.2288 42.8 356.5 0.5 41.0
354 30.4978 -0.3411 36.7 273.3 0.4 41.7
355 30.3211 0.0500 40.1 314.6 0.4 39.4
356 30.8878 0.0423 43.3 276.8 0.7 43.3
358 30.9411 0.2189 46.5 278.2 0.8 43.6
359 30.9878 0.2323 39.9 198.3 0.6 45.4
360 31.1089 -0.1211 47.8 221.0 0.8 42.3
361 30.4255 0.4756 40.6 313.9 0.7 51.0
362 30.6433 0.0867 37.5 286.6 0.4 40.6
363 31.1411 0.0145 56.4 204.2 1.0 43.8
364 30.5789 -0.2511 75.7 298.7 2.1 48.1
365 30.8500 0.1878 36.7 335.1 0.4 43.9
366 30.9922 0.3767 36.7 336.9 0.4 39.2
367 30.9500 -0.0811 47.8 339.9 0.7 38.0
368 31.0866 0.2289 45.8 193.7 0.4 36.8
369 30.3189 0.1156 43.3 283.0 0.5 40.2
370 30.5078 -0.3899 40.1 286.8 0.4 38.7
372 31.0911 0.2100 45.8 237.3 0.5 33.7
373 30.9122 0.0278 28.9 307.7 0.3 39.1
374 31.0844 0.0789 65.9 266.3 1.4 38.0
375 30.9966 -0.1366 46.5 355.3 1.0 45.8
376 30.5689 -0.0766 46.5 313.7 0.5 34.7
377 30.3955 -0.0522 47.8 341.1 0.7 35.9
378 30.7133 0.0223 43.3 207.0 0.4 35.6
379 30.8966 -0.0677 38.6 211.6 0.5 36.9
380 31.1544 0.1200 42.1 189.2 0.5 38.5
381 30.8144 0.0745 49.6 259.1 0.8 40.3
382 30.5089 -0.4922 35.5 183.5 0.3 36.1
383 31.2822 0.0245 58.1 232.3 0.5 33.6
385 30.2889 -0.2322 47.6 333.5 0.8 38.1
386 31.1011 -0.0288 34.1 229.3 0.3 36.8
387 30.5511 0.2489 36.9 319.7 0.4 36.4
388 30.6600 0.1412 59.9 348.2 1.2 45.8
389 31.0589 0.3456 38.6 247.0 0.5 38.7
390 31.1411 0.1312 31.3 309.8 0.3 36.5
391 31.0400 0.0634 39.1 341.5 0.3 31.8
392 31.0189 0.2934 37.2 233.5 0.4 38.4
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393 31.2789 -0.0699 43.3 323.8 0.5 37.8
394 31.2022 -0.1544 54.3 246.2 0.8 34.3
395 30.5255 -0.0488 46.5 341.8 0.4 30.7
396 31.1422 0.1167 48.8 278.7 0.6 34.1
397 30.4444 -0.2133 33.8 226.9 0.4 40.8
398 30.6889 0.0545 48.2 222.7 1.1 44.7
399 31.0522 0.0823 38.8 182.1 0.3 31.9
402 30.9455 0.2167 43.5 262.5 0.5 38.3
403 30.3055 0.1334 56.7 335.4 0.7 37.4
404 30.4866 -0.0655 29.9 323.5 0.2 34.0
405 31.0633 0.3289 31.3 202.7 0.3 38.0
406 31.0955 0.0612 41.1 327.6 0.4 34.2
407 30.5533 -0.0055 36.1 282.7 0.3 34.2
408 30.2922 -0.1999 31.3 257.3 0.3 36.0
409 30.2744 -0.0377 52.8 201.5 0.9 40.3
410 30.2533 -0.2288 33.2 209.6 0.4 37.9
411 31.0100 0.0534 40.9 350.5 0.3 30.6
412 30.6744 0.1112 31.9 263.3 0.2 35.9
413 30.3244 -0.1999 29.6 205.9 0.2 35.8
414 31.1355 0.2489 33.8 217.0 0.4 38.9
415 30.9111 -0.0911 38.3 291.7 0.3 37.6
416 30.5066 -0.1999 49.2 302.9 0.6 35.8
417 30.5155 -0.2144 33.8 304.0 0.3 37.1
418 31.1400 0.1245 36.4 221.4 0.4 34.8
419 30.4866 -0.3811 53.6 345.9 0.9 40.0
420 31.1078 0.0745 48.6 350.3 0.7 37.6
421 30.3911 0.0278 42.8 284.8 0.5 35.0
422 31.1644 -0.0322 29.2 242.5 0.2 34.2
423 30.8700 -0.0544 41.4 305.3 0.5 33.6
424 30.7200 0.1912 59.7 239.5 1.2 42.5
425 30.7633 0.0445 49.4 288.8 0.4 36.7
426 30.6544 0.0201 31.6 321.8 0.4 42.2
427 31.0733 0.4800 28.9 315.6 0.2 36.0
429 30.7078 0.0378 40.1 327.8 0.4 36.7
430 31.3311 0.0623 41.6 266.6 0.7 46.6
431 30.5355 0.1778 43.3 220.3 0.5 38.9
433 30.6789 0.0612 30.6 312.2 0.4 44.1
434 30.8900 -0.2333 39.6 345.1 0.6 44.4
435 30.8466 0.3423 39.6 220.8 0.5 38.8
436 30.3178 -0.1933 60.0 183.4 0.9 34.9
437 30.5366 -0.2166 38.0 294.0 0.4 35.0
438 31.1255 -0.1933 54.2 281.2 1.1 43.1
439 30.9144 0.1812 53.4 184.3 0.8 38.9
440 30.9200 -0.0977 50.3 256.3 0.5 34.7
441 31.0100 -0.0022 50.9 199.3 0.8 38.1
442 30.8589 0.0000 41.4 263.7 0.3 31.9
444 30.3633 -0.0888 46.2 285.1 0.4 30.3
445 31.0466 0.3089 34.4 187.2 0.3 35.4
446 31.1600 0.1856 47.6 279.3 0.7 37.4
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447 31.2611 -0.3144 38.0 314.4 0.5 45.2
448 31.1977 -0.1111 39.9 261.2 0.3 32.2
449 30.5666 -0.0122 52.4 223.6 0.8 38.1
450 31.1255 -0.1488 42.8 305.6 0.4 34.5
451 30.4855 -0.4322 45.6 328.7 0.6 33.8
453 30.9211 0.1234 38.6 226.8 0.4 37.0
454 30.3822 -0.1366 40.1 292.4 0.4 32.7
456 30.4833 -0.1499 36.7 245.7 0.5 41.0
458 30.6366 -0.0955 30.3 190.5 0.1 26.1
459 30.6322 0.1389 66.2 319.8 1.1 37.0
460 30.6989 -0.1122 56.7 248.7 0.4 27.6
461 30.5144 -0.4655 47.8 343.7 0.6 30.7
462 30.2222 -0.0888 43.8 349.2 0.7 39.1
463 31.2655 -0.3188 38.8 293.8 0.5 43.4
464 30.5000 -0.4533 41.1 268.2 0.5 32.5
465 30.8455 0.1367 39.9 245.7 0.4 34.9
466 30.9044 -0.3411 41.4 300.8 0.4 34.2
467 30.3400 -0.1266 40.1 267.4 0.5 40.5
468 30.2644 -0.2933 51.1 352.0 0.8 38.7
469 30.6600 -0.4977 30.6 314.1 0.2 31.0
470 31.0533 0.1612 39.6 229.2 0.5 36.0
471 31.0155 -0.0788 34.7 321.6 0.2 33.4
472 31.0922 0.0389 35.8 256.8 0.3 30.0
473 31.2944 0.1389 32.5 303.7 0.3 36.3
474 30.4766 -0.1611 46.2 284.5 0.8 37.5
475 31.1400 -0.1911 46.5 202.9 0.7 34.5
477 31.1400 0.1589 32.2 300.5 0.3 34.5
479 30.4911 -0.2811 48.8 332.0 0.7 35.5
480 30.5311 -0.4677 33.8 307.8 0.2 26.6
481 30.8378 0.0101 44.5 340.1 0.2 24.1
482 30.5255 -0.4577 40.4 313.3 0.3 28.5
483 30.9044 0.2112 29.9 317.4 0.2 34.8
484 30.3644 0.0389 42.3 250.1 0.4 31.8
485 30.5455 -0.4710 35.5 312.8 0.2 26.1
486 31.0800 0.2767 48.0 330.9 0.4 29.8
487 30.9578 0.5389 38.0 305.4 0.3 31.5
488 31.0533 0.0645 33.8 182.5 0.2 27.3
489 30.3533 -0.3399 32.9 304.0 0.3 35.5
490 30.8133 -0.2177 36.4 230.4 0.5 40.7
491 30.8489 0.0078 49.4 313.8 0.5 27.4
494 30.8222 0.2867 49.4 351.1 0.9 40.4
495 30.9000 0.3789 42.1 214.0 0.5 31.7
496 30.4300 -0.4388 48.4 275.8 0.5 29.4
497 31.0133 -0.2333 62.5 227.2 1.2 40.4
498 31.1566 0.0845 39.3 258.1 0.3 28.8
499 30.5278 0.0434 36.7 253.9 0.2 30.3
500 31.1200 0.1589 54.9 234.7 0.9 35.4
501 30.4800 -0.1666 35.3 273.9 0.4 34.5
503 30.3511 -0.4199 45.8 323.2 0.5 31.0
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504 30.4133 0.1445 37.8 354.4 0.4 32.6
505 30.3755 -0.3188 29.2 271.9 0.2 32.9
506 30.5389 0.3212 42.8 200.8 0.5 35.1
507 31.2866 0.1267 55.3 342.5 0.7 32.5
508 30.9822 0.3289 47.8 270.8 0.4 31.5
509 31.2600 -0.1577 27.5 226.6 0.2 30.7
510 31.2266 -0.1399 43.8 308.9 0.6 33.0
511 30.9033 -0.1566 33.2 342.9 0.2 33.3
512 30.5122 -0.0511 27.5 301.1 0.1 27.1
513 30.1967 0.0667 38.3 288.1 0.4 37.0
514 30.3433 -0.2255 35.0 210.1 0.3 33.0
515 31.0011 -0.3211 28.5 239.5 0.2 31.5
516 31.2266 0.0445 47.3 261.7 0.7 36.1
517 30.6011 -0.4544 38.3 217.8 0.4 33.8
518 30.6044 -0.4599 47.3 266.8 0.6 34.9
519 30.7478 0.0923 38.0 336.4 0.4 33.5
520 31.0411 0.1445 46.5 220.2 0.6 32.7
521 30.6622 0.0134 31.6 322.2 0.3 35.9
522 30.7100 0.2900 49.0 283.2 0.5 32.1
523 30.5566 0.2556 77.1 344.7 1.4 32.4
524 30.7966 0.0189 40.1 356.8 0.3 24.9
525 30.9311 -0.1699 50.3 279.9 0.8 36.2
526 31.1100 -0.0066 46.0 207.5 0.4 30.8
530 31.0100 -0.2477 27.8 215.3 0.3 36.4
531 30.4044 -0.0455 31.6 297.4 0.3 31.5
532 30.4944 -0.4255 64.5 252.0 1.1 32.2
533 30.5500 0.1223 40.9 217.0 0.5 34.4
534 30.5078 -0.4511 44.2 337.8 0.5 30.4
536 30.4944 -0.2766 31.6 312.2 0.3 33.9
538 31.1066 -0.1388 40.6 229.0 0.4 29.8
539 31.2200 -0.2099 30.9 321.8 0.3 34.9
540 30.2889 -0.1555 33.5 221.5 0.2 30.6
541 30.3011 -0.0277 50.1 316.1 0.7 35.4
542 30.7689 0.2800 49.9 271.0 0.9 40.7
543 30.9378 -0.0522 31.6 325.9 0.3 31.2
544 30.3544 -0.2188 55.3 302.9 0.7 31.2
546 30.5089 -0.0122 40.4 313.5 0.3 27.5
547 30.4889 -0.2666 46.9 258.3 0.5 30.8
548 30.9333 -0.1111 61.6 316.4 0.5 26.3
549 30.8022 0.1612 50.7 324.5 0.7 32.6
550 30.6000 -0.1911 25.5 316.1 0.1 28.2
551 30.8200 -0.2233 26.7 210.7 0.2 35.4
552 30.6766 -0.1677 28.2 223.2 0.2 28.2
553 31.3322 0.1445 35.2 352.4 0.4 45.4
554 30.4144 0.2178 38.8 344.3 0.4 31.2
555 31.1833 0.1434 37.8 323.2 0.3 30.0
556 30.5289 0.3423 40.1 211.6 0.4 31.5
558 30.4555 -0.5122 33.2 269.1 0.2 26.7
559 31.0011 0.1167 35.5 358.7 0.4 32.0
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560 30.5022 0.3345 33.5 318.7 0.2 28.5
561 30.9222 0.0423 38.0 300.4 0.3 28.1
562 30.5422 -0.1522 32.2 290.3 0.2 27.3
563 30.6833 0.1878 48.0 192.5 0.6 33.3
564 30.5489 -0.0133 35.0 313.7 0.3 28.9
565 30.5755 0.3889 55.8 345.6 0.6 27.8
566 30.8378 0.3245 62.0 203.9 1.2 33.9
568 30.2778 0.2000 31.3 197.8 0.3 32.4
569 30.5133 0.1445 31.6 188.5 0.2 28.2
570 30.8678 -0.3199 32.9 329.9 0.2 31.3
571 30.9511 0.1845 30.3 300.5 0.2 27.5
572 31.0633 0.0234 29.3 355.8 0.2 29.0
573 30.4478 0.0878 42.8 220.1 0.4 31.6
574 30.8155 0.3989 44.5 212.0 0.5 30.4
575 31.1300 0.2878 39.3 342.4 0.4 27.4
576 30.6333 0.0134 40.1 247.3 0.2 27.5
577 30.9544 0.3078 30.3 324.3 0.2 29.4
578 31.2911 -0.0899 33.8 220.7 0.4 32.4
579 30.3822 0.0212 30.3 343.7 0.2 31.5
580 30.6078 0.2623 28.2 246.0 0.2 35.1
581 30.4511 -0.5010 38.6 300.0 0.3 26.8
583 31.0100 0.1178 31.6 288.8 0.3 32.9
584 30.5433 0.1200 32.2 294.9 0.3 30.2
585 31.1344 0.3045 26.3 321.6 0.2 26.3
586 30.4600 -0.0255 32.5 334.1 0.3 31.5
587 30.6700 0.4689 25.5 310.3 0.1 24.1
588 30.9366 -0.2855 59.9 236.3 1.0 34.8
589 30.9689 0.2878 35.8 337.7 0.2 26.1
590 31.1089 0.1378 55.3 307.1 0.8 30.4
591 30.9811 0.1189 36.7 300.4 0.3 29.6
592 31.1444 -0.2688 32.2 208.5 0.3 26.9
593 30.6655 -0.1766 30.6 215.3 0.2 28.5
594 30.8600 -0.1911 44.5 321.6 0.3 27.6
595 30.3355 0.0012 37.8 265.6 0.3 26.8
596 30.9411 0.1400 31.9 238.8 0.2 29.9
597 30.2878 0.2078 35.5 308.2 0.3 30.2
598 30.9355 0.1067 35.0 187.6 0.4 32.3
599 30.4500 -0.4755 28.9 314.2 0.2 26.0
602 30.4067 0.2289 27.5 321.6 0.2 29.2
603 30.4733 -0.3522 44.7 237.4 0.5 30.5
604 30.9333 0.3634 26.3 307.1 0.1 29.9
606 30.6844 -0.1011 31.9 321.5 0.1 25.1
607 30.4678 -0.4866 27.5 311.2 0.1 26.9
608 30.9844 0.3867 41.6 273.6 0.4 27.4
609 30.3989 -0.4644 32.5 207.9 0.2 26.7
610 30.4144 0.4678 30.9 181.0 0.3 37.4
611 30.3700 0.0212 33.5 243.5 0.3 28.8
612 30.7166 0.0089 36.7 185.7 0.2 20.5
613 30.9711 0.3389 36.4 297.1 0.3 26.9
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614 30.8966 0.5545 38.0 236.0 0.3 26.4
616 30.4122 0.4211 42.6 279.3 0.3 24.8
618 31.0978 -0.1933 40.4 188.1 0.4 31.6
619 30.9555 -0.3899 41.4 267.5 0.3 26.8
620 30.5855 -0.1599 33.2 197.9 0.2 25.7
621 31.2033 -0.0911 30.9 224.7 0.2 28.2
623 30.6633 0.2967 29.3 291.1 0.2 27.9
625 30.9778 0.4200 30.6 316.7 0.2 23.2
626 30.5044 -0.0599 32.2 252.3 0.1 23.1
627 30.7655 -0.3344 37.5 311.5 0.3 26.1
628 30.5078 -0.1077 29.6 211.3 0.2 24.1
629 30.2144 -0.0866 46.7 205.6 0.7 34.2
630 31.1100 0.2745 28.2 245.7 0.1 25.1
632 30.4289 -0.3088 41.1 336.4 0.4 29.5
633 30.2333 0.1045 29.2 218.2 0.2 30.3
634 30.8944 -0.2422 41.4 256.0 0.6 32.1
635 30.4566 0.4556 28.9 266.2 0.2 25.1
637 30.6678 0.2678 43.1 241.8 0.4 29.3
638 30.9255 -0.0411 45.1 335.1 0.2 22.8
639 31.1289 0.2300 31.9 322.0 0.3 30.5
640 31.0678 -0.0388 49.6 264.1 0.4 23.8
641 31.3277 -0.1933 27.8 307.2 0.3 40.9
642 30.6211 0.0445 52.1 254.3 0.5 24.6
643 31.1400 -0.0844 37.2 338.8 0.2 24.0
644 31.1944 -0.0944 48.8 338.0 0.5 26.4
645 30.4300 0.3167 29.6 325.0 0.2 23.9
646 30.7600 0.2389 39.3 352.2 0.3 27.5
647 30.6711 0.1500 38.3 226.3 0.3 28.5
648 30.6378 -0.4855 30.6 327.7 0.2 24.9
649 30.6478 0.0512 32.5 357.0 0.4 32.9
650 30.5133 0.3023 27.1 316.6 0.2 29.0
652 30.4633 -0.0599 37.2 258.2 0.2 21.0
653 30.4022 0.3900 34.7 342.8 0.2 20.3
654 30.2911 -0.0733 33.5 337.4 0.2 26.0
655 30.3555 0.1589 39.3 344.9 0.3 22.0
656 31.2577 -0.0488 27.8 328.3 0.2 26.5
657 30.5866 0.0567 27.1 327.1 0.1 23.6
660 30.3711 0.3345 40.6 360.0 0.3 23.8
661 30.9655 -0.0044 33.5 182.0 0.2 23.8
662 31.2144 -0.0011 35.2 236.8 0.2 21.7
663 30.9833 -0.3699 28.5 217.4 0.1 20.7
664 30.9633 0.4778 35.2 339.1 0.2 22.6
665 30.5911 0.2623 29.3 324.2 0.2 25.4
666 30.9844 0.0867 25.1 328.4 0.2 23.8
667 30.9000 0.4145 30.6 329.8 0.2 23.1
668 30.8878 0.4778 29.6 330.0 0.2 22.3
669 31.1055 0.2445 25.1 310.0 0.1 22.8
670 30.8378 0.3867 27.1 320.1 0.1 23.6
671 30.3400 0.0345 31.6 348.2 0.2 21.7
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674 30.4844 0.2834 39.1 258.7 0.3 27.2
675 30.5044 0.4311 31.6 210.5 0.2 27.2
676 31.1566 -0.2399 25.9 330.8 0.1 18.7
680 30.2089 0.1712 27.1 211.3 0.2 28.1
682 30.7289 0.2400 25.1 324.5 0.1 22.0
685 30.4266 -0.2933 22.6 238.8 0.2 29.2
686 30.8811 -0.2499 32.9 203.3 0.3 29.2
687 31.1233 0.2034 30.6 240.2 0.2 24.5
688 30.8211 -0.3077 33.2 311.9 0.3 26.0
690 31.2055 -0.0655 27.5 234.3 0.2 23.1
694 30.4233 0.0089 28.5 229.1 0.1 18.8
695 31.1911 0.0812 24.7 223.7 0.1 20.8
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Table E.3: The position-matched catalogue at ‘ = 10� & ‘ = 30�. The columns are as follows: (1)
Multiplicity number assigned to the PLW source; (2)-(3) PLW and JPS catalogue ID number, respectively;
(4)-(5) Galactic coordinates of the pixel with maximum intensity in the PLW source catalogue; (6)-(7)
Galactic coordinates of the pixel with maximum intensity in the JPS 450�m source catalogue.

‘ = 10�
# Multiplicity PLW ID JPS ID PLW Gal. Lon. PLW Gal. Lat. JPS Gal. Lon. JPS Gal. Lat

degree degree degree degree
1 115 256 9.85115 -0.027689 9.85343 -0.0346038
1 122 256 9.85751 -0.043599 9.85343 -0.0346038
1 132 147 9.97041 -0.020826 9.96509 -0.0207158
1 135 196 10.1929 0.097569 10.1901 0.0953928
1 136 311 10.0877 0.037624 10.0873 0.0342829
1 139 12 9.98531 -0.026496 9.98565 -0.0284934
1 143 286 9.85971 -0.099952 9.86121 -0.0962684
1 146 59 9.99808 -0.029694 9.99787 -0.0340489
1 152 289 9.87674 -0.108807 9.87732 -0.112379
1 154 179 9.78213 -0.166705 9.78232 -0.166264
1 167 116 10.1063 -0.009975 10.1029 -0.0129384
1 180 200 10.0428 -0.064846 10.0407 -0.0673818
1 206 273 9.99032 -0.169662 9.98676 -0.171824
1 211 238 9.96137 -0.206424 9.96009 -0.207934
1 227 173 10.0635 -0.189521 10.064 -0.19127
1 234 261 10.0501 -0.20733 10.049 -0.209602
1 235 78 10.0792 -0.191316 10.0784 -0.19627
1 242 80 10.442 -0.000605 10.4434 -0.00182745
1 245 216 10.7036 0.143294 10.7017 0.142055
1 248 246 10.3366 -0.064522 10.3362 -0.0651602
1 256 267 10.385 -0.046048 10.3851 -0.0496047
1 259 266 9.76772 -0.392718 9.76954 -0.396253
1 262 21 10.2844 -0.115184 10.2834 -0.115716
1 268 11 10.2881 -0.12391 10.2862 -0.126271
1 270 214 10.6632 0.081115 10.6612 0.0787251
1 284 56 10.281 -0.166961 10.2901 -0.167382
1 289 6 10.3412 -0.145803 10.3412 -0.143493
1 290 309 10.5711 -0.020639 10.5717 -0.0251603
1 291 296 10.696 0.048336 10.6962 0.0442819
1 292 294 10.1929 -0.230614 10.1956 -0.226271
1 299 303 10.1828 -0.25006 10.1834 -0.257937
1 300 237 10.1655 -0.260883 10.1656 -0.266826
1 301 301 10.0045 -0.352922 10.0056 -0.355711
1 302 230 10.2057 -0.243384 10.2068 -0.244604
1 305 221 9.99352 -0.362334 9.98953 -0.36071
1 309 188 10.7055 0.021236 10.7023 0.020394
1 311 229 10.3845 -0.158386 10.3773 -0.155715
1 316 220 10.0331 -0.360376 10.0301 -0.357378
1 325 114 10.1586 -0.302159 10.1562 -0.302937
1 328 313 10.4005 -0.17313 10.3973 -0.177382
1 330 96 10.1468 -0.314414 10.1434 -0.31627
1 334 115 10.1973 -0.288953 10.1962 -0.289604
1 339 90 10.7348 0.006125 10.7334 0.00650558
1 342 199 10.0169 -0.39478 10.0195 -0.394043
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1 345 133 10.3238 -0.228313 10.3245 -0.229604
1 356 39 10.2192 -0.303527 10.2145 -0.30516
1 357 18 10.1514 -0.341179 10.1523 -0.343492
1 358 131 10.4037 -0.201633 10.4051 -0.200715
1 361 241 10.8146 0.021896 10.8145 0.0237268
1 362 215 10.097 -0.375157 10.0968 -0.374602
1 366 16 10.3212 -0.256413 10.3201 -0.259049
1 370 10 10.2152 -0.322626 10.2118 -0.324048
1 372 46 10.1386 -0.367084 10.1412 -0.370158
1 378 272 10.426 -0.213136 10.4279 -0.210715
1 380 33 10.1322 -0.376669 10.1329 -0.378491
1 383 247 10.0866 -0.405558 10.0873 -0.405156
1 388 99 10.1604 -0.374668 10.159 -0.374603
1 389 276 10.0814 -0.41852 10.0806 -0.412934
1 392 137 10.8253 -0.010224 10.824 -0.0101603
1 397 144 10.1051 -0.415351 10.1045 -0.417379
1 398 42 10.2139 -0.35706 10.214 -0.358492
1 401 142 10.2536 -0.338275 10.2551 -0.34016
1 405 146 10.1604 -0.394095 10.1556 -0.401269
1 410 146 10.1602 -0.399473 10.1556 -0.401269
1 413 49 10.1484 -0.408854 10.1484 -0.40738
1 421 203 10.6848 -0.124511 10.6834 -0.127379
1 431 148 10.2892 -0.353556 10.2901 -0.355715
1 442 277 9.86579 -0.603012 9.86897 -0.607914
1 456 161 10.7263 -0.147845 10.724 -0.150156
1 463 72 10.825 -0.101962 10.8217 -0.103489
1 467 293 10.7614 -0.150778 10.7545 -0.150155
1 479 258 10.6875 -0.212848 10.6862 -0.211266
1 492 240 10.7574 -0.190105 10.754 -0.188487
1 496 182 10.7546 -0.198694 10.7506 -0.200709
1 497 297 10.5813 -0.294512 10.5773 -0.295712
1 502 292 10.474 -0.362751 10.4751 -0.360714
1 511 279 10.7423 -0.229442 10.7417 -0.230153
1 518 279 10.7521 -0.22982 10.7417 -0.230153
1 523 263 10.531 -0.361596 10.529 -0.367379
1 525 320 10.4675 -0.398637 10.4679 -0.400713
1 543 105 10.6863 -0.306719 10.6856 -0.307375
1 547 205 10.656 -0.32541 10.6584 -0.32682
1 553 287 10.5486 -0.389376 10.5468 -0.388489
1 570 184 10.6037 -0.415895 10.6012 -0.418487
1 574 191 10.5914 -0.42613 10.5918 -0.429042
1 592 275 10.6213 -0.459307 10.619 -0.462373
1 598 314 10.7996 -0.378856 10.8001 -0.379589
1 606 192 10.1323 -0.767388 10.1323 -0.77236
1 627 274 10.8419 -0.427286 10.8412 -0.427918
1 628 48 10.5744 -0.575551 10.5745 -0.578481
2 138 88 10.2362 0.115217 10.239 0.113726

186 10.2362 0.115217 10.2329 0.111503
2 170 143 10.2627 0.075117 10.2595 0.0748379
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257 10.2627 0.075117 10.2634 0.0742823
2 222 242 10.0666 -0.176302 10.0606 -0.175714

254 10.0666 -0.176302 10.0623 -0.172381
2 233 2 10.4735 0.02933 10.4718 0.0265054

7 10.4735 0.02933 10.4729 0.0276165
2 238 80 10.4401 0.004441 10.4434 -0.00182745

164 10.4401 0.004441 10.4406 0.0059502
2 254 206 10.4174 -0.027504 10.4179 -0.0234938

312 10.4174 -0.027504 10.4168 -0.0296049
2 255 244 10.4069 -0.033551 10.4134 -0.0362715

268 10.4069 -0.033551 10.4051 -0.0357159
2 258 17 10.4457 -0.016607 10.4434 -0.0190494

54 10.4457 -0.016607 10.449 -0.0173828
2 267 76 10.2715 -0.130936 10.2706 -0.128493

123 10.2715 -0.130936 10.2695 -0.133493
2 278 210 10.225 -0.184008 10.2301 -0.177938

226 10.225 -0.184008 10.2251 -0.188493
2 279 4 10.2987 -0.14563 10.3006 -0.147938

5 10.2987 -0.14563 10.299 -0.147382
2 280 282 10.5112 -0.029629 10.5062 -0.0296048

310 10.5112 -0.029629 10.5068 -0.032938
2 293 168 9.95502 -0.364763 9.9612 -0.369597

193 9.95502 -0.364763 9.9512 -0.366264
2 295 14 10.3241 -0.162061 10.3218 -0.160716

27 10.3241 -0.162061 10.3307 -0.161271
2 298 43 10.3572 -0.150764 10.3556 -0.149049

112 10.3572 -0.150764 10.3562 -0.157938
2 310 98 10.6183 -0.028319 10.6173 -0.0329378

169 10.6183 -0.028319 10.609 -0.0307156
2 312 154 9.98074 -0.383161 9.97842 -0.377376

157 9.98074 -0.383161 9.98175 -0.385709
2 324 152 10.1776 -0.2881 10.1784 -0.284048

253 10.1776 -0.2881 10.1756 -0.29127
2 327 122 10.1659 -0.298445 10.164 -0.299048

176 10.1659 -0.298445 10.1718 -0.297937
2 329 128 10.3781 -0.185885 10.3729 -0.184604

198 10.3781 -0.185885 10.3801 -0.19016
2 331 156 10.7469 0.016418 10.7429 0.0159496

233 10.7469 0.016418 10.7484 0.0165051
2 341 19 10.6807 -0.025909 10.6806 -0.0284932

81 10.6807 -0.025909 10.6745 -0.0257156
2 359 67 10.1953 -0.318399 10.1979 -0.316826

92 10.1953 -0.318399 10.1968 -0.32127
2 368 73 10.3047 -0.269312 10.2995 -0.270716

74 10.3047 -0.269312 10.3068 -0.270716
2 374 132 10.0709 -0.405041 10.0684 -0.407378

232 10.0709 -0.405041 10.0706 -0.397934
2 376 45 10.1815 -0.345628 10.1818 -0.345715

51 10.1815 -0.345628 10.1751 -0.347381
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# Multiplicity PLW ID JPS ID PLW Gal. Lon. PLW Gal. Lat. JPS Gal. Lon. JPS Gal. Lat
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2 407 178 10.6975 -0.098752 10.6979 -0.100713
250 10.6975 -0.098752 10.6856 -0.0996023

2 408 44 10.1993 -0.37434 10.1968 -0.373492
79 10.1993 -0.37434 10.1979 -0.378492

2 418 37 10.1924 -0.390296 10.1901 -0.387936
71 10.1924 -0.390296 10.194 -0.395714

2 420 58 10.1786 -0.403926 10.1829 -0.405714
113 10.1786 -0.403926 10.1784 -0.401825

2 475 82 10.6715 -0.219236 10.669 -0.221266
245 10.6715 -0.219236 10.6768 -0.219044

2 529 108 10.5762 -0.346038 10.5784 -0.3496
172 10.5762 -0.346038 10.5712 -0.346267

2 533 41 10.6139 -0.329558 10.6151 -0.33071
70 10.6139 -0.329558 10.6151 -0.335155

2 541 25 10.6299 -0.335946 10.6251 -0.338488
34 10.6299 -0.335946 10.6284 -0.334043

2 564 1 10.6249 -0.381874 10.6234 -0.384598
3 10.6249 -0.381874 10.6234 -0.381264

2 566 31 10.7257 -0.33098 10.724 -0.335151
151 10.7257 -0.33098 10.7295 -0.329039

2 571 84 10.6323 -0.401815 10.6345 -0.40793
138 10.6323 -0.401815 10.6318 -0.399597

2 617 120 10.6329 -0.514927 10.6329 -0.512926
290 10.6329 -0.514927 10.6329 -0.518481

3 287 38 10.2269 -0.206501 10.2273 -0.207938
87 10.2269 -0.206501 10.2218 -0.208493
117 10.2269 -0.206501 10.2301 -0.201271

3 308 220 10.0283 -0.353375 10.0301 -0.357378
259 10.0283 -0.353375 10.0251 -0.351822
316 10.0283 -0.353375 10.0229 -0.353489

3 313 212 10.3494 -0.179511 10.3401 -0.174049
231 10.3494 -0.179511 10.3468 -0.172382
269 10.3494 -0.179511 10.3456 -0.181271

3 363 67 10.2001 -0.31949 10.1979 -0.316826
92 10.2001 -0.31949 10.1968 -0.32127
102 10.2001 -0.31949 10.199 -0.326826

3 379 23 10.1902 -0.344388 10.204 -0.350159
29 10.1902 -0.344388 10.1901 -0.347937
45 10.1902 -0.344388 10.1818 -0.345715

3 390 23 10.2065 -0.350556 10.204 -0.350159
26 10.2065 -0.350556 10.2068 -0.354604
30 10.2065 -0.350556 10.204 -0.346826

3 429 58 10.185 -0.407122 10.1829 -0.405714
113 10.185 -0.407122 10.1784 -0.401825
202 10.185 -0.407122 10.189 -0.405158

3 449 91 10.7438 -0.123577 10.7417 -0.126267
170 10.7438 -0.123577 10.7506 -0.122934
270 10.7438 -0.123577 10.7362 -0.121268

3 466 162 10.6715 -0.200071 10.6695 -0.202934
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174 10.6715 -0.200071 10.6673 -0.2046
304 10.6715 -0.200071 10.6723 -0.1946

3 585 83 10.6209 -0.438263 10.6212 -0.44404
103 10.6209 -0.438263 10.6184 -0.439041
111 10.6209 -0.438263 10.6195 -0.431263

4 552 130 10.5985 -0.3616 10.5995 -0.366821
136 10.5985 -0.3616 10.6056 -0.370154
153 10.5985 -0.3616 10.6051 -0.373488
195 10.5985 -0.3616 10.5951 -0.371821

6 384 15 10.169 -0.36145 10.1656 -0.362381
20 10.169 -0.36145 10.1695 -0.365159
24 10.169 -0.36145 10.1706 -0.366825
28 10.169 -0.36145 10.1623 -0.357936
35 10.169 -0.36145 10.1679 -0.352937
50 10.169 -0.36145 10.1662 -0.368492

‘ = 30�
# Multiplicity PLW ID JPS ID PLW Gal. Lon. PLW Gal. Lat. JPS Gal. Lon. JPS Gal. Lat

degree degree degree degree
degree degree degree degree

1 75 142 30.4252 0.468204 30.425 0.465586
1 84 169 30.626 0.547927 30.6255 0.545029
1 91 60 30.3491 0.392711 30.3483 0.391699
1 130 354 30.3236 0.29553 30.3239 0.295038
1 137 363 30.3978 0.319492 30.3983 0.320595
1 143 335 30.3678 0.290177 30.3678 0.286151
1 150 404 30.5018 0.33639 30.5 0.334486
1 203 186 30.3325 0.116088 30.3328 0.116158
1 204 268 30.6375 0.272334 30.6378 0.275047
1 209 429 30.4156 0.148026 30.4167 0.143936
1 218 206 30.39 0.125646 30.3905 0.122269
1 219 406 30.6195 0.242335 30.615 0.236714
1 220 103 30.2527 0.053091 30.2544 0.0528257
1 226 174 30.5027 0.173575 30.5028 0.171159
1 227 321 30.2835 0.059903 30.2855 0.0567147
1 229 92 30.3169 0.074558 30.3183 0.0700479
1 235 35 30.2962 0.05671 30.2961 0.0550482
1 251 85 30.6961 0.228636 30.6928 0.22727
1 252 14 30.6044 0.177766 30.6044 0.175604
1 253 434 30.9998 0.378334 31 0.378928
1 259 79 30.821 0.275607 30.8194 0.272825
1 262 276 30.6289 0.169556 30.625 0.168938
1 267 114 30.7841 0.233936 30.7811 0.230048
1 276 423 30.7173 0.190515 30.7155 0.188938
1 277 57 31.0485 0.358791 31.0466 0.357817
1 285 411 30.7509 0.186341 30.75 0.185604
1 287 13 30.7884 0.204997 30.7883 0.203382
1 288 254 30.3792 -0.005298 30.3794 -0.0088387
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# Multiplicity PLW ID JPS ID PLW Gal. Lon. PLW Gal. Lat. JPS Gal. Lon. JPS Gal. Lat
degree degree degree degree

1 289 74 30.4648 0.035187 30.4644 0.0317162
1 290 283 31.0671 0.330049 31.0627 0.330596
1 292 220 30.8309 0.206763 30.8267 0.203382
1 294 393 30.7146 0.141629 30.7117 0.138938
1 296 327 30.8148 0.189534 30.8111 0.186715
1 298 177 30.8612 0.201235 30.86 0.200048
1 302 325 30.2012 -0.147163 30.1972 -0.145499
1 304 211 30.8472 0.182755 30.8444 0.175604
1 305 37 30.5359 0.022477 30.5361 0.0200498
1 306 412 30.3993 -0.050022 30.3944 -0.0521712
1 307 332 30.4495 -0.024469 30.4489 -0.0243941
1 310 251 31.0242 0.2614 31.025 0.261156
1 313 275 30.735 0.110439 30.735 0.112272
1 314 338 30.4866 -0.01863 30.4883 -0.0210609
1 315 65 30.2015 -0.16502 30.1994 -0.168831
1 316 149 31.0432 0.265707 31.0466 0.258933
1 320 410 30.5391 0.003315 30.5366 0.00282775
1 329 270 31.0437 0.247896 31.045 0.247267
1 338 312 30.6609 0.042616 30.6555 0.0417166
1 339 437 30.4747 -0.053041 30.4844 -0.0582827
1 340 77 30.2175 -0.1852 30.2155 -0.187719
1 341 235 30.8843 0.156279 30.8844 0.152271
1 342 22 30.9001 0.162709 30.8983 0.161715
1 345 328 30.3167 -0.139463 30.3155 -0.137724
1 346 29 30.3889 -0.103394 30.3878 -0.105503
1 347 381 31.0724 0.24696 31.0711 0.242266
1 349 260 31.1054 0.262969 31.1022 0.263931
1 353 407 30.408 -0.103393 30.4039 -0.104948
1 355 331 30.5242 -0.046679 30.525 -0.0449497
1 356 165 30.5689 -0.024464 30.5678 -0.0266165
1 359 400 30.3164 -0.158303 30.3172 -0.15439
1 360 358 30.3705 -0.132335 30.3694 -0.136614
1 361 418 30.4379 -0.097936 30.4383 -0.100504
1 362 125 31.151 0.267596 31.1505 0.264485
1 364 290 31.069 0.223046 31.0627 0.220601
1 365 329 30.9469 0.159023 30.9444 0.156715
1 366 125 31.1514 0.263347 31.1505 0.264485
1 370 21 30.8681 0.114954 30.8666 0.113383
1 378 8 30.5901 -0.04219 30.5894 -0.0432832
1 387 99 30.3019 -0.203344 30.3 -0.203277
1 389 98 30.8242 0.060903 30.8228 0.0583832
1 390 344 30.5657 -0.073234 30.5683 -0.0771718
1 391 334 30.4571 -0.135445 30.4555 -0.134948
1 392 183 30.2782 -0.227242 30.2756 -0.231608
1 393 195 30.5401 -0.094874 30.5405 -0.0971715
1 394 115 30.6859 -0.026004 30.6811 -0.0288389
1 395 147 30.7171 -0.010717 30.7161 -0.0138389
1 398 70 30.9224 0.092982 30.9211 0.090605
1 405 73 30.8787 0.059642 30.8778 0.0583831
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degree degree degree degree

1 412 219 30.8636 0.042102 30.8617 0.0344944
1 413 360 30.3088 -0.247808 30.31 -0.246608
1 414 32 30.9603 0.085751 30.9594 0.0861604
1 418 240 30.4233 -0.198263 30.4205 -0.197168
1 424 196 30.5918 -0.120619 30.5883 -0.123838
1 425 359 30.3376 -0.251194 30.3383 -0.251609
1 429 189 30.6232 -0.108423 30.6239 -0.10995
1 433 80 30.4255 -0.216123 30.4255 -0.21439
1 436 351 30.3019 -0.284413 30.2994 -0.29105
1 438 322 30.9138 0.025722 30.9128 0.0200499
1 439 9 30.4219 -0.229381 30.4205 -0.232167
1 441 179 30.6434 -0.116056 30.6433 -0.118839
1 442 3 30.7178 -0.079522 30.7194 -0.0838389
1 443 88 30.9452 0.036333 30.9444 0.0350498
1 444 89 31.0601 0.095098 31.06 0.0933818
1 447 161 31.0961 0.111073 31.0966 0.110603
1 449 436 30.3529 -0.270964 30.3505 -0.273275
1 452 367 31.0426 0.079124 31.0405 0.0811599
1 453 368 30.5093 -0.19808 30.5078 -0.201614
1 456 217 30.8761 -0.020294 30.8778 -0.0216166
1 458 386 30.901 -0.011686 30.8955 -0.0127277
1 459 1 30.8184 -0.054286 30.8183 -0.0571722
1 462 399 30.5007 -0.224115 30.4983 -0.227169
1 463 350 30.4291 -0.262721 30.4294 -0.268833
1 465 119 30.8659 -0.039694 30.8644 -0.0388388
1 471 430 31.2283 0.139412 31.2322 0.136156
1 475 168 30.9041 -0.03234 30.9016 -0.0349499
1 476 221 31.0722 0.050552 31.07 0.0450493
1 477 58 30.4018 -0.295908 30.4011 -0.296054
1 478 152 30.6934 -0.149039 30.6944 -0.148283
1 482 294 30.3633 -0.324723 30.3633 -0.32494
1 483 107 31.1231 0.063834 31.1222 0.0628264
1 485 245 30.5862 -0.21262 30.5828 -0.212171
1 489 203 31.2089 0.101208 31.2083 0.100602
1 494 263 30.4999 -0.266081 30.5011 -0.266057
1 496 253 30.7956 -0.116827 30.7933 -0.117728
1 502 124 30.8128 -0.112363 30.815 -0.112172
1 504 82 30.5317 -0.259131 30.5322 -0.259391
1 508 28 30.6519 -0.202363 30.6528 -0.203838
1 510 230 30.9682 -0.043325 30.9689 -0.0466163
1 511 135 30.8511 -0.103434 30.8472 -0.103839
1 514 86 30.8787 -0.093471 30.8744 -0.0960609
1 515 38 31.1591 0.048193 31.1594 0.0450488
1 517 144 30.8276 -0.123482 30.8289 -0.122172
1 518 87 31.1214 0.026087 31.1211 0.025605
1 519 187 30.9649 -0.055806 30.9655 -0.0560607
1 520 264 30.4929 -0.301022 30.4939 -0.300501
1 521 197 30.8683 -0.113895 30.8678 -0.119394
1 524 197 30.8671 -0.119526 30.8678 -0.119394
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1 530 348 31.1413 0.010819 31.1422 0.0144941
1 534 139 30.8256 -0.157239 30.8228 -0.156616
1 535 156 31.2568 0.058774 31.2544 0.0572699
1 536 34 30.9984 -0.076245 30.9972 -0.0766159
1 537 228 30.5018 -0.331109 30.5044 -0.328833
1 538 419 31.1036 -0.023221 31.1022 -0.0299494
1 542 6 31.2804 0.063249 31.2811 0.0611584
1 543 185 30.815 -0.175372 30.8116 -0.177172
1 544 352 30.8646 -0.152225 30.8661 -0.157727
1 550 162 30.4379 -0.379267 30.4389 -0.380496
1 551 155 31.2247 0.023836 31.2216 0.0194938
1 556 55 30.7765 -0.215451 30.7739 -0.21606
1 557 45 30.6873 -0.261547 30.6872 -0.262171
1 560 426 31.2185 0.002468 31.215 0.000605533
1 562 397 31.1659 -0.031218 31.165 -0.0327269
1 564 193 31.2536 0.005543 31.2522 0.00227213
1 565 272 31.0257 -0.112211 31.0228 -0.111615
1 566 46 30.9745 -0.140395 30.9728 -0.142171
1 567 83 31.2399 -0.008537 31.2383 -0.0105052
1 568 258 31.276 0.008854 31.2766 0.00504978
1 572 320 30.4922 -0.400072 30.49 -0.40494
1 573 385 31.2292 -0.025669 31.2289 -0.0255047
1 577 370 31.0766 -0.106058 31.0761 -0.104948
1 579 281 30.7837 -0.26264 30.7855 -0.262726
1 582 293 31.2623 -0.023094 31.2616 -0.0232824
1 591 427 30.7889 -0.278157 30.79 -0.281615
1 595 349 31.2425 -0.055032 31.24 -0.0599478
1 599 246 31.2364 -0.070435 31.2327 -0.0710586
1 608 317 30.6942 -0.364253 30.6933 -0.364946
1 609 428 30.4635 -0.483049 30.4672 -0.488268
1 612 314 30.6821 -0.372561 30.6828 -0.372723
1 613 287 30.9886 -0.216707 30.9872 -0.218281
1 617 278 30.7076 -0.366172 30.7078 -0.366057
1 620 383 31.1479 -0.147249 31.1483 -0.151057
1 622 313 31.1706 -0.137445 31.1733 -0.140502
1 626 17 31.244 -0.109843 31.2433 -0.111057
1 632 132 31.1834 -0.147083 31.1828 -0.147723
1 643 229 31.2442 -0.128861 31.2416 -0.127167
1 655 171 31.2348 -0.160026 31.2344 -0.162722
1 660 150 31.307 -0.134746 31.305 -0.134388
2 210 336 31.0384 0.465874 31.0339 0.465032

390 31.0384 0.465874 31.0422 0.463921
2 222 128 30.3666 0.10877 30.3628 0.105603

316 30.3666 0.10877 30.3583 0.10838
2 232 59 31.0767 0.460899 31.0766 0.457253

392 31.0767 0.460899 31.0839 0.463363
2 233 252 30.3525 0.089137 30.3511 0.0856033

372 30.3525 0.089137 30.3517 0.0961586
2 241 131 30.6602 0.230874 30.6605 0.228381
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249 30.6602 0.230874 30.6561 0.233381
2 261 298 31.0082 0.365709 31.0128 0.363373

341 31.0082 0.365709 31.01 0.357263
2 274 361 30.5753 0.11959 30.5755 0.118382

401 30.5753 0.11959 30.5816 0.12116
2 278 42 30.7605 0.208203 30.7578 0.205049

129 30.7605 0.208203 30.7644 0.208937
2 299 274 30.5223 0.02728 30.515 0.0283831

402 30.5223 0.02728 30.525 0.0256053
2 303 346 30.7113 0.114201 30.7139 0.112272

371 30.7113 0.114201 30.7066 0.11005
2 308 211 30.8377 0.172463 30.8444 0.175604

303 30.8377 0.172463 30.8472 0.170604
2 309 251 31.0273 0.266174 31.025 0.261156

362 31.0273 0.266174 31.0272 0.267822
2 321 243 30.9978 0.236902 30.9961 0.233935

280 30.9978 0.236902 30.9983 0.235046
2 325 270 31.0366 0.248427 31.045 0.247267

285 31.0366 0.248427 31.04 0.2406
2 326 90 30.9789 0.215883 30.9789 0.215602

167 30.9789 0.215883 30.9772 0.209491
2 330 222 30.8279 0.135569 30.8233 0.135049

319 30.8279 0.135569 30.83 0.132827
2 333 106 30.3433 -0.116818 30.3428 -0.114947

159 30.3433 -0.116818 30.3444 -0.119947
2 351 244 30.8406 0.122793 30.84 0.119494

323 30.8406 0.122793 30.8389 0.122272
2 354 233 30.7254 0.058409 30.7216 0.0556055

241 30.7254 0.058409 30.7183 0.0567166
2 357 63 30.8942 0.140207 30.895 0.137271

134 30.8942 0.140207 30.8889 0.139493
2 373 166 30.4315 -0.113902 30.4322 -0.116615

212 30.4315 -0.113902 30.4317 -0.119948
2 375 305 30.7986 0.071356 30.8011 0.0717165

373 30.7986 0.071356 30.795 0.0722721
2 380 190 30.5741 -0.051772 30.5694 -0.0532831

279 30.5741 -0.051772 30.5689 -0.0555053
2 381 218 30.6287 -0.028188 30.6328 -0.0282833

315 30.6287 -0.028188 30.6255 -0.0305055
2 383 262 30.3194 -0.189257 30.325 -0.194944

435 30.3194 -0.189257 30.3183 -0.193277
2 396 111 30.7427 0.002131 30.7489 -0.00161667

126 30.7427 0.002131 30.7461 -0.00383889
2 399 175 30.6266 -0.060794 30.6305 -0.0638388

377 30.6266 -0.060794 30.6211 -0.0577276
2 400 111 30.7477 0.001086 30.7489 -0.00161667

126 30.7477 0.001086 30.7461 -0.00383889
2 401 84 30.6764 -0.035579 30.68 -0.0393944

115 30.6764 -0.035579 30.6811 -0.0288389
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2 411 256 30.7268 -0.02766 30.725 -0.0277278
267 30.7268 -0.02766 30.73 -0.0338389

2 427 2 30.7033 -0.065991 30.7033 -0.0682833
7 30.7033 -0.065991 30.7028 -0.0666166

2 434 11 30.7496 -0.051917 30.7539 -0.04995
53 30.7496 -0.051917 30.7428 -0.0505055

2 446 81 30.8435 -0.01808 30.8422 -0.0216166
146 30.8435 -0.01808 30.8444 -0.0132833

2 461 116 30.6647 -0.137549 30.6628 -0.14495
181 30.6647 -0.137549 30.6633 -0.137172

2 484 225 31.0428 0.022639 31.0489 0.0206053
413 31.0428 0.022639 31.0389 0.0283829

2 491 48 30.8511 -0.083641 30.8478 -0.0827276
56 30.8511 -0.083641 30.8505 -0.0827276

2 516 353 30.5781 -0.251284 30.5761 -0.249392
365 30.5781 -0.251284 30.5805 -0.256059

3 215 66 31.0554 0.469772 31.0555 0.468364
130 31.0554 0.469772 31.05 0.46892
261 31.0554 0.469772 31.0605 0.47003

3 421 39 30.7637 -0.02932 30.7644 -0.02995
93 30.7637 -0.02932 30.765 -0.03495
123 30.7637 -0.02932 30.7589 -0.0282833

3 435 20 30.8103 -0.022824 30.8128 -0.0243944
23 30.8103 -0.022824 30.8172 -0.0243944
54 30.8103 -0.022824 30.8022 -0.02495

3 437 15 30.7413 -0.061596 30.7439 -0.0605056
24 30.7413 -0.061596 30.7411 -0.0643944
100 30.7413 -0.061596 30.7328 -0.0605056

3 445 71 30.7894 -0.04551 30.7922 -0.0416167
94 30.7894 -0.04551 30.7866 -0.0471722
110 30.7894 -0.04551 30.7922 -0.0438389

3 448 26 30.7323 -0.07557 30.7333 -0.07995
33 30.7323 -0.07557 30.7389 -0.0682833
49 30.7323 -0.07557 30.7339 -0.0755055

3 531 197 30.872 -0.130604 30.8678 -0.119394
210 30.872 -0.130604 30.8733 -0.12495
345 30.872 -0.130604 30.875 -0.135505

4 335 137 30.8606 0.148201 30.8544 0.146716
176 30.8606 0.148201 30.8633 0.148382
188 30.8606 0.148201 30.8622 0.143938
192 30.8606 0.148201 30.8594 0.143938

4 406 41 30.6902 -0.037242 30.6933 -0.0421722
43 30.6902 -0.037242 30.6894 -0.0310611
44 30.6902 -0.037242 30.6911 -0.0416166
64 30.6902 -0.037242 30.6889 -0.0393944

4 423 16 30.7892 -0.019293 30.7861 -0.0210611
50 30.7892 -0.019293 30.7861 -0.0282833
62 30.7892 -0.019293 30.7828 -0.0260611
101 30.7892 -0.019293 30.7928 -0.0160611

continued . . .
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. . . Table E.3 continued
‘ = 30�

# Multiplicity PLW ID JPS ID PLW Gal. Lon. PLW Gal. Lat. JPS Gal. Lon. JPS Gal. Lat
degree degree degree degree

4 466 91 30.7733 -0.088343 30.7705 -0.0871722
108 30.7733 -0.088343 30.7772 -0.0888389
117 30.7733 -0.088343 30.7739 -0.0877277
121 30.7733 -0.088343 30.7772 -0.0921722

4 469 91 30.777 -0.09094 30.7705 -0.0871722
108 30.777 -0.09094 30.7772 -0.0888389
117 30.777 -0.09094 30.7739 -0.0877277
121 30.777 -0.09094 30.7772 -0.0921722

4 533 6 31.2811 0.077817 31.2811 0.0611584
310 31.2811 0.077817 31.2883 0.0811574
396 31.2811 0.077817 31.2777 0.090046
431 31.2811 0.077817 31.2722 0.0767134

6 440 20 30.8052 -0.032953 30.8128 -0.0243944
27 30.8052 -0.032953 30.8089 -0.0332833
54 30.8052 -0.032953 30.8022 -0.02495
67 30.8052 -0.032953 30.8 -0.0321722
69 30.8052 -0.032953 30.8022 -0.0332833
76 30.8052 -0.032953 30.7961 -0.0388389
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Table E.4: Our Multiple Clump Catalogue (MCC) containing the �uxes at each band for the �associated�
clumps - i.e. those that have been positionally matched across all catalogues. A �N/A� entry indicates that
no �ux was listed at that wavelength in the respective catalogues. Fluxes at wavelengths � 160�m have
been scaled via Equation 3.3.
‘ = 10�
PLW ID JPS ID MSX WISE MIPSGAL Blue Red PSW PMW JPS 450 JPS 850

21�m 22�m 24�m 70�m 160�m 250�m 350�m 450�m 850�m
Jy Jy Jy Jy Jy Jy Jy Jy Jy

138 88 2.6 5.3 N/A 58.2 56.9 29.5 11.8 6.7 0.7
138 186 N/A 2.6 N/A 4.9 6.3 N/A N/A 2.3 N/A
170 257 1.7 2.2 N/A 8.2 9.9 5.6 2.8 2.1 0.2
170 143 N/A 3.8 N/A 29.9 41.2 9.0 N/A 3.2 N/A
238 80 N/A 0.8 N/A 16.8 44.2 44.7 15.8 9.2 1.2
238 164 N/A 8.1 N/A 75.9 46.1 34.7 16.3 8.0 1.1
255 244 N/A N/A 0.0 0.3 N/A N/A N/A 0.9 0.4
255 268 N/A 0.1 N/A 1.5 2.0 N/A N/A 1.9 0.1
258 54 N/A 0.0 N/A 1.7 31.3 123.6 56.5 14.5 2.8
258 17 N/A N/A 0.0 139.1 749.6 N/A N/A 29.0 N/A
267 76 N/A 0.4 0.2 10.0 44.2 14.2 18.7 21.2 2.6
267 123 N/A 0.1 N/A 22.6 49.8 N/A N/A 10.3 N/A
278 226 N/A 0.1 N/A 5.3 18.2 16.7 10.7 6.9 1.0
278 210 N/A 0.1 N/A N/A 11.7 17.6 3.3 3.6 N/A
279 4 N/A 1537.3 N/A 1646.1 1675.3 42.2 370.7 99.8 12.9
279 5 N/A 1749.9 N/A 432.8 N/A 583.9 N/A 182.8 N/A
287 38 N/A 4.6 3.1 151.0 221.8 161.8 89.2 73.4 8.1
287 87 N/A 0.8 N/A N/A 2.1 7.5 5.0 9.3 N/A
293 168 N/A 0.1 0.1 0.9 7.7 18.0 14.4 9.0 1.1
293 193 N/A 0.0 N/A N/A 2.3 10.2 4.7 5.3 0.6
295 14 310.3 7036.7 N/A 3338.5 1605.1 844.7 339.1 154.7 15.7
295 27 N/A 2492.8 N/A 446.4 507.8 280.3 132.3 79.4 9.7
298 43 N/A 6.0 N/A 224.4 264.0 130.2 82.5 77.2 9.1
298 112 N/A 0.6 N/A N/A 7.2 5.0 1.6 5.6 N/A
308 259 N/A 0.0 N/A 0.9 2.1 3.4 4.3 3.2 0.7
308 220 N/A 0.0 N/A N/A 1.8 7.5 3.6 3.8 0.4
312 157 N/A 0.0 N/A N/A 6.2 13.0 7.2 5.6 0.5
312 154 N/A 0.0 N/A N/A 3.0 3.6 2.4 2.7 0.7
324 152 N/A N/A N/A N/A 4.5 16.3 9.1 4.2 0.4
324 253 N/A N/A N/A 5.8 13.2 19.8 12.7 2.9 N/A
331 233 N/A 0.4 N/A 0.8 8.5 3.3 3.6 3.0 0.4
331 156 N/A 0.5 0.5 13.7 N/A 8.1 N/A 4.8 N/A
363 67 N/A 2.7 N/A N/A 112.1 42.0 32.3 17.8 2.2
363 92 N/A 2.7 N/A N/A 75.0 N/A 54.5 23.5 N/A
368 74 N/A 0.6 N/A 9.7 94.4 56.2 37.7 25.7 2.8
368 73 N/A 0.4 N/A N/A 20.4 41.2 12.9 13.7 2.0
374 132 N/A 0.4 N/A N/A 15.4 15.7 9.1 6.3 0.7
374 232 N/A 0.4 N/A N/A 5.8 7.5 6.2 2.9 N/A
384 15 692.3 N/A N/A 1699.9 785.4 274.8 146.4 99.8 12.1
384 20 600.0 N/A N/A 698.2 759.9 423.7 132.6 44.9 N/A
384 35 600.0 N/A N/A 210.2 264.7 113.1 N/A 35.6 5.7
384 24 600.0 N/A N/A 579.0 841.0 N/A N/A 36.6 N/A
418 37 N/A 0.2 N/A 9.6 336.3 210.0 108.6 50.5 4.1
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. . . Table E.4 continued
‘ = 10�
PLW ID JPS ID MSX WISE MIPSGAL Blue Red PSW PMW JPS 450 JPS 850

21�m 22�m 24�m 70�m 160�m 250�m 350�m 450�m 850�m
Jy Jy Jy Jy Jy Jy Jy Jy Jy

418 71 N/A 0.2 N/A N/A 103.5 86.3 N/A 14.7 1.4
420 113 N/A 3.2 N/A 63.6 55.7 23.0 22.0 5.9 0.7
420 58 5.7 N/A N/A 20.3 52.7 47.6 17.8 10.4 0.9
449 170 N/A 0.1 0.1 1.4 N/A 8.6 7.3 5.5 1.0
449 91 N/A 0.0 0.1 12.2 N/A 31.6 28.7 18.1 3.0
475 245 N/A 1.0 0.7 6.0 12.9 13.9 6.8 4.6 0.6
475 82 N/A N/A 0.0 N/A 23.7 23.6 17.9 16.0 1.9
529 108 N/A 0.1 N/A N/A 43.9 39.5 23.6 12.5 1.3
529 172 N/A 0.0 N/A N/A 13.4 10.4 N/A 3.4 N/A
533 41 N/A 2.1 N/A N/A 99.5 116.6 66.2 40.4 4.6
533 70 N/A 2.1 N/A 38.4 40.0 N/A N/A 12.4 N/A
541 34 29.6 72.6 N/A 271.2 362.0 280.8 149.6 57.5 8.9
541 25 29.6 72.6 N/A 731.8 368.4 245.9 N/A 93.9 N/A
552 130 N/A 5.3 N/A N/A 54.6 103.4 69.3 18.0 2.6
552 195 N/A 2.5 N/A 36.0 25.3 22.5 N/A 3.3 N/A
552 153 N/A 2.5 N/A N/A 42.0 37.0 N/A 7.7 1.0
566 151 N/A 0.3 N/A N/A 8.8 9.8 20.6 5.0 N/A
566 31 1.0 1.0 0.8 101.0 209.4 132.9 N/A 33.3 3.5
571 138 N/A 0.1 N/A N/A 25.4 17.5 7.1 5.5 N/A
571 84 N/A 0.2 N/A 14.1 46.8 N/A N/A 13.1 1.5
585 103 1.0 0.0 0.2 7.0 31.8 38.4 26.8 12.3 1.9
585 83 N/A 0.1 0.5 15.1 39.9 N/A N/A 13.3 N/A

‘ = 30�
PLW ID JPS ID MSX WISE MIPSGAL Blue Red PSW PMW JPS 450 JPS 850

21�m 22�m 24�m 70�m 160�m 250�m 350�m 450�m 850�m
Jy Jy Jy Jy Jy Jy Jy Jy Jy

215 66 N/A N/A 0.2 22.2 71.9 34.4 17.0 9.4 1.2
215 261 N/A 0.0 N/A N/A 10.1 5.0 1.9 2.6 N/A
215 130 N/A 0.0 N/A 77.5 53.5 11.3 N/A 4.3 N/A
232 59 N/A 0.4 0.3 60.0 125.5 70.1 29.6 15.7 1.9
232 392 N/A 0.0 N/A 2.4 11.7 6.4 3.0 2.5 0.3
233 252 N/A 0.2 0.0 76.6 26.0 14.4 9.0 3.4 0.4
233 372 N/A 0.1 N/A N/A 11.1 5.5 N/A 2.3 0.1
278 42 7.7 24.4 N/A 360.4 323.4 138.9 60.3 30.7 3.0
278 129 N/A 2.9 N/A 156.6 134.4 67.4 19.6 23.5 2.6
303 346 N/A 0.1 N/A N/A N/A 13.5 6.8 5.2 1.0
303 371 N/A 0.1 N/A N/A 1.9 5.5 N/A 3.4 0.6
326 90 1.2 1.8 N/A 80.7 77.7 69.6 32.8 17.4 2.1
326 167 N/A 1.1 N/A N/A 15.2 N/A N/A 5.5 N/A
330 222 N/A 0.1 0.1 6.5 14.5 14.4 11.1 3.4 0.5
330 319 1.3 0.0 N/A 5.8 21.8 12.7 3.3 3.2 N/A
335 176 N/A 1.3 N/A N/A 15.2 15.9 23.1 6.6 N/A
335 137 N/A 0.7 N/A 25.5 33.2 20.8 13.8 9.2 2.0
400 126 N/A N/A N/A 109.4 111.9 80.5 7.2 11.9 1.8
400 111 N/A N/A N/A 62.2 30.8 10.9 9.8 6.6 0.9
406 41 8.3 24.0 N/A N/A 315.2 233.0 90.4 77.0 7.7
406 43 N/A 4.3 N/A 42.9 164.3 292.5 142.7 78.9 7.9
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150



. . . Table E.4 continued
‘ = 30�
PLW ID JPS ID MSX WISE MIPSGAL Blue Red PSW PMW JPS 450 JPS 850

21�m 22�m 24�m 70�m 160�m 250�m 350�m 450�m 850�m
Jy Jy Jy Jy Jy Jy Jy Jy Jy

421 39 N/A 1277.5 N/A 472.1 375.5 285.7 74.9 18.4 4.0
421 93 177.7 N/A N/A 552.4 271.4 N/A N/A 9.9 N/A
423 16 206.9 N/A N/A 763.5 734.5 610.7 231.4 129.5 15.9
423 101 N/A N/A N/A 433.9 239.1 91.3 46.7 29.8 N/A
427 2 N/A 0.4 N/A 1241.8 N/A 899.2 909.7 415.0 40.2
427 7 N/A 0.1 N/A 16.1 370.6 429.5 N/A 135.8 N/A
434 11 187.2 1465.4 N/A 2356.2 1435.2 640.4 152.0 107.7 11.8
434 53 N/A 567.5 N/A 137.4 201.0 317.3 59.4 44.6 4.2
435 20 N/A 20.0 N/A 42.5 219.7 290.3 114.7 67.8 7.4
435 23 N/A 16.0 N/A N/A 256.8 182.8 N/A 62.0 N/A
435 54 N/A 57.9 N/A N/A 137.5 116.0 N/A 72.3 7.8
437 15 N/A 250.0 N/A 203.2 1200.8 256.7 424.7 191.6 21.0
437 100 N/A 84.2 N/A 81.4 N/A 177.0 N/A 26.6 N/A
446 81 N/A 0.1 N/A 17.0 92.6 109.2 51.2 33.8 3.2
446 146 N/A 0.0 N/A N/A 26.4 34.7 28.8 8.4 0.8
448 26 N/A 0.0 N/A N/A 168.5 182.7 158.8 87.3 9.4
448 49 N/A 0.0 N/A 127.0 140.8 N/A 108.2 43.8 N/A
461 181 N/A 0.3 N/A 9.2 31.3 34.5 15.3 7.4 0.9
461 116 N/A 1.0 0.5 11.2 16.5 23.5 11.3 7.0 0.9
466 108 N/A 0.5 N/A N/A 48.5 112.4 6.3 16.3 2.7
466 91 N/A 0.6 N/A N/A N/A 104.4 17.2 13.1 2.1
469 108 N/A 0.5 N/A N/A 48.5 112.4 6.3 16.3 2.7
469 91 N/A 0.6 N/A N/A N/A 104.4 17.2 13.1 2.1
491 48 N/A 0.0 N/A 51.7 84.8 150.8 89.9 37.3 4.7
491 56 N/A 0.0 N/A N/A 60.0 N/A 50.9 25.3 N/A
531 345 N/A 0.1 N/A N/A 9.1 3.0 4.7 2.5 0.3
533 6 30.3 N/A N/A 3864.0 2741.2 1420.8 582.5 220.2 19.4
533 310 N/A 0.0 N/A N/A N/A 5.4 3.3 3.5 0.4
533 396 N/A 0.0 N/A N/A N/A 2.3 1.9 2.2 0.2
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Table E.5: SED �tting results for the Class 0 sources in our multiple clump catalogue. The values for the
luminosity and mass are normalized as described in the text. Negative values for luminosity and mass means
that kinematic distances were not available, and distances of 4.5 & 5.5 kpc were adopted for ‘ = 10� &
‘ = 30�, respectively.

Class 0
‘ = 10�
PLW ID JPS ID Tc Normalized Normalized Distance Radius

Mass Luminosity
(K) M� L� kpc pc

258 54 12.7 � 0.1 -555.5 -207.7 4.5 0.18
258 17 23.5 � 0.0 -240.2 -3402.1 4.5 0.20
267 76 8.5 � 3.4 -182.7 -402.1 4.5 0.19
267 123 16.5 � 0.6 -157.7 -680.3 4.5 0.18
278 226 12.7 � 0.9 -6.5 -0.3 4.5 0.16
278 210 13.9 � 0.1 -6.6 -0.2 4.5 0.13
293 168 11.5 � 0.1 -1656.0 -183.9 4.5 0.21
293 193 11.0 � 0.2 -1094.8 -72.2 4.5 0.16
312 157 12.3 � 0.6 -446.4 -153.6 4.5 0.15
312 154 10.5 � 2.9 -29.7 -77.9 4.5 0.11
418 37 17.8 � 0.0 -992.7 -3274.7 4.5 0.27
418 71 17.3 � 0.1 -356.4 -1107.2 4.5 0.20
566 151 11.4 � 1.4 -156.3 -72.9 4.5 0.13
566 31 18.2 � 0.2 -651.8 -2515.5 4.5 0.25
585 103 13.6 � 0.1 -361.6 -234.6 4.5 0.19
585 83 14.5 � 0.4 -261.5 -362.8 4.5 0.21
533 310 8.4 � 1.6 -32.6 -1.4 4.5 0.28
533 396 9.6 � 1.6 -9.2 -0.1 4.5 0.15
533 6 20.6 � 0.1 -955.7 -1620.9 4.5 0.29

‘ = 30�
PLW ID JPS ID Tc Normalized Normalized Distance Radius

Mass Luminosity
(K) M� L� kpc pc

278 42 24.1 � 0.3 -10.7 -20.1 5.5 0.30
278 129 22.0 � 0.4 -516.9 -783.0 5.5 0.28
335 176 10.4 � 1.8 4535.7 5767.3 12.4 0.47
335 137 8.8 � 1.0 87.6 159.7 12.4 0.51
446 81 14.7 � 0.1 787.7 947.1 9.4 0.62
446 146 13.5 � 0.1 463.3 221.7 9.4 0.35
466 108 14.3 � 0.1 -127.7 -0.3 5.5 0.30
466 91 38.5 � 0.6 -875.4 -541.2 5.5 0.26
469 108 14.3 � 0.1 115.5 27.3 9.5 0.52
469 91 38.5 � 0.6 0.1 6.3 9.5 0.45
491 48 12.5 � 0.1 1546.9 3268.9 8.8 0.47
491 56 13.9 � 2.5 712.3 1263.1 8.8 0.45
533 6 20.6 � 0.1 47.2 80.0 13.5 1.32
533 310 8.4 � 1.6 1.6 0.1 13.5 0.38
533 396 9.6 � 1.6 0.5 0.0 13.5 1.16
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Table E.6: SED �tting results for the Class I/II sources in our multiple clump catalogue. The values for
the luminosity and mass are normalized as described in the text. Negative values for luminosity and mass
means that kinematic distances were not available, and distances of 4.5 & 5.5 kpc were adopted for ‘ = 10�
& ‘ = 30�, respectively.

Class I/II
‘ = 10�
PLW ID JPS ID Tc Tw Normalized Normalized Distance Radius

Mass Luminosity
(K) (K) M� L� kpc pc

138 88 20.6 � 0.3 65.5 � 3.2 -100.6 -2817.3 4.5 0.15
138 186 14 � 0.3 92.1 � 10 -107.3 -464.4 4.5 0.11
238 80 15.7 � 0.1 65 � 3.6 -137.3 -208.6 4.5 0.17
238 164 15.3 � 0.2 74.4 � 3.8 -103.4 -796.9 4.5 0.17
255 244 30 � 0.2 100 � 3.8 -4.3 -613.7 4.5 0.07
255 268 11.5 � 0.3 66.3 � 4.8 -251 -119.3 4.5 0.10
279 4 22.6 � 5 45 � 5 -694.5 -48481.7 4.5 0.24
279 5 15 � 10 30.6 � 10 -1298 -18862.8 4.5 0.35
287 38 15.9 � 0.2 49.9 � 3 -2626.8 -2620.4 4.5 0.32
287 87 12 � 3.6 30 � 5 -147 -20.2 4.5 0.13
295 14 19.6 � 0.1 87.1 � 2.5 -1005.4 -15642.2 4.5 0.41
295 27 19.3 � 0.4 51.4 � 5.5 -376.9 -1152 4.5 0.29
324 152 13.4 � 0.5 20 � 5 -120.6 -0.9 4.5 0.15
324 253 14.7 � 0.2 150 � 5 -267.6 -298.8 4.5 0.13
331 233 16.0 � 0.4 45 � 8 -24.6 -128.4 4.5 0.12
331 156 10.2 � 0.6 57.5 � 3 -544.5 -652.8 4.5 0.14
368 74 16.9 � 0.1 45 � 5 -86.5 -1231.6 4.5 0.24
368 73 13.5 � 0.1 150 � 5 -209.3 -562.8 4.5 0.19
374 132 14.7 � 2 27.2 � 10 -182 -188.3 4.5 0.15
374 232 12.4 � 0.6 68.3 � 8.9 -184.9 -247.7 4.5 0.12
384 15 28.2 � 10 45.6 � 10 -5.6 -12027.9 4.5 0.25
384 20 20.0 � 3 165.8 � 13.7 -174.7 -39070.8 4.5 0.18
384 35 22.8 � 10 30 � 10 -17.1 -1622.3 4.5 0.25
384 24 23.4 � 5 45 � 5 -76.8 -4743.6 4.5 0.27
420 113 11.5 � 2 39.6 � 0.4 -14.3 -1431.9 4.5 0.17
420 58 16.1 � 0.1 89.6 � 7.4 -60.4 -1428.4 4.5 0.17
449 170 10.9 � 0.4 61.7 � 3.4 -159 -60.9 4.5 0.16
449 91 10.7 � 0.2 42.1 � 1.5 -615 -299.7 4.5 0.25
475 245 14.5 � 0.2 67.7 � 4 -158.4 -299.5 4.5 0.15
475 82 10.8 � 0.6 39.6 � 1.6 -853.1 -534 4.5 0.22
529 108 15.7 � 0.2 30 � 5 -584.8 -474.4 4.5 0.21
529 172 14.4 � 1.8 42.4 � 2.6 -151.7 -335 4.5 0.13
533 41 14.6 � 0.1 30 � 5 -774.1 -639 4.5 0.28
533 70 14.4 � 0.4 63.4 � 4.6 -223.4 -983.5 4.5 0.15
541 34 16.8 � 0.1 78.4 � 4.5 -1123.3 -6666.8 4.5 0.29
541 25 13.6 � 0.7 63.5 � 3.3 -1474.9 -11343.6 4.5 0.33
571 138 18.6 � 0.2 150 � 5 -69.1 -222.2 4.5 0.12
571 84 15.8 � 0.4 54.1 � 3.3 -274 -488.7 4.5 0.20
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‘ = 30�
PLW ID JPS ID Tc Tw Normalized Normalized Distance Radius

Mass Luminosity
(K) (K) M� L� kpc pc

400 126 25.3 � 0.2 150 � 10 6.9 106394 5.5 0.21
400 111 7 � 0.5 61.4 � 3.1 5778.7 26671.6 5.5 0.14
406 41 16.5 � 0.3 35.8 � 10 -56.7 -16.7 5.5 0.33
406 43 12.3 � 1.5 45 � 10 -3126.2 -2114.1 5.5 0.37
421 39 18.9 � 2 150 � 53.3 510.7 9072.1 9.6 0.47
421 93 30.0 � 5 45 � 5 0.3 0.7 9.6 0.36
423 16 17.7 � 0.1 113.8 � 5.1 94.5 335.1 9.5 0.68
423 101 20 � 10 41.9 � 10 0 0.5 9.5 0.37
434 11 29.3 � 0.1 98 � 2.4 1939.9 73448.8 8.7 0.54
434 53 16.3 � 5 150 � 10 93.6 3163.7 8.7 0.39
435 20 12.7 � 5 30 � 10 2118.2 3277.9 9.6 0.45
435 23 18 � 10 24.4 � 10 1.8 42.1 9.6 0.47
435 54 12.4 � 0.4 80.7 � 6.3 1616.9 15235.5 9.6 0.51
461 181 14.9 � 0.1 61.1 � 3.5 214.8 731 4.6 0.18
461 116 13.3 � 0.2 59.5 � 2.9 699 2123 4.6 0.16
531 345 6.7 � 1 52.1 � 2.6 2690 2039.6 8.4 0.22
533 41 14.6 � 0.1 35 � 10 38.2 31.6 13.5 1.32
533 70 14.4 � 0.4 63.4 � 4.6 11 48.6 13.5 0.38
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Table E.7: SFEs for clumps in the Hi-GAL band merged catalogue with multiplicity > 1 (but are considered
to be single, monolithic clumps). The third column is the average SFE produced by taking the mean of 1000
runs of our �Monte-Carlo� IMF sampling code for each clump. The last column is the standard deviation
about the mean.

‘ = 10�
PLW ID JPS ID SFE SFE SD

138 88 0.25 0.17
238 80 0.15 0.12
255 268 0.13 0.11
258 17 0.08 0.07
267 123 0.12 0.10
278 210 0.08 0.07
279 5 0.12 0.09
287 87 0.02 0.02
293 193 0.01 0.01
295 27 0.09 0.07
312 154 0.04 0.03
324 253 0.06 0.05
331 156 0.06 0.05
368 73 0.17 0.13
374 232 0.07 0.06
384 20 0.40 0.15
418 71 0.05 0.04
420 113 0.38 0.16
449 91 0.03 0.03
475 245 0.04 0.03
529 172 0.05 0.04
533 41 0.05 0.04
541 25 0.05 0.04
566 151 0.07 0.06
571 84 0.09 0.08
585 103 0.05 0.04

‘ = 30�
PLW ID JPS ID SFE SFE SD

278 42 0.05 0.03
335 137 0.02 0.01
400 126 0.06 0.04
406 43 0.02 0.01
434 53 0.12 0.10
435 23 0.03 0.03
446 146 0.03 0.03
461 116 0.06 0.05
466 108 0.01 0.01
469 91 0.08 0.07
491 48 0.03 0.03
531 345 0.02 0.02
421 93 0.18 0.14
423 101 0.23 0.16
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Table E.8: SFEs for clumps in our Multiple Clump Catalogue (MCC). The third column is the average SFE
produced by taking the mean of 1000 runs of our �Monte-Carlo� IMF sampling code for each clump. The
last column is the standard deviation about the mean.

‘ = 10�
PLW ID JPS ID SFE SFE SD

138 88 0.34 0.17
138 186 0.22 0.16
238 80 0.15 0.12
238 164 0.28 0.17
255 244 0.38 0.12
255 268 0.06 0.05
258 54 0.04 0.03
258 17 0.23 0.17
267 76 0.14 0.11
267 123 0.19 0.15
278 226 0.13 0.11
278 210 0.11 0.09
279 4 0.26 0.17
279 5 0.10 0.08
287 38 0.02 0.02
287 87 0.05 0.04
293 168 0.01 0.01
293 193 0.01 0.01
295 14 0.12 0.09
295 27 0.11 0.09
312 157 0.04 0.03
312 154 0.32 0.17
324 152 0.01 0.01
324 253 0.09 0.07
331 233 0.36 0.16
331 156 0.06 0.05
368 74 0.32 0.17
368 73 0.14 0.11
374 132 0.11 0.09
374 232 0.11 0.09
384 15 0.39 0.12
384 20 0.42 0.13
384 35 0.43 0.11
384 24 0.39 0.15
418 37 0.06 0.05
418 71 0.11 0.09
420 113 0.42 0.11
420 58 0.37 0.16
449 170 0.07 0.06
449 91 0.04 0.03
475 245 0.15 0.12
475 82 0.03 0.03
529 108 0.05 0.04
529 172 0.15 0.12
533 41 0.04 0.03
533 70 0.16 0.13
541 34 0.07 0.06

156



541 25 0.07 0.06
566 151 0.08 0.07
566 31 0.08 0.07
571 138 0.25 0.17
571 84 0.10 0.09
585 103 0.06 0.05
585 83 0.09 0.08

‘ = 30�
PLW ID JPS ID SFE SFE SD

278 42 0.23 0.16
278 129 0.05 0.03
335 176 0.02 0.01
335 137 0.19 0.14
400 126 0.40 0.11
400 111 0.03 0.02
406 41 0.13 0.10
406 43 0.02 0.01
434 11 0.13 0.10
434 53 0.37 0.16
435 20 0.03 0.02
435 23 0.34 0.12
435 54 0.08 0.06
446 81 0.05 0.04
446 146 0.04 0.04
461 181 0.15 0.12
461 116 0.07 0.06
466 108 0.01 0.00
466 91 0.01 0.01
469 108 0.07 0.06
469 91 0.01 0.01
491 48 0.04 0.03
491 56 0.06 0.05
531 345 0.02 0.02
421 93 0.39 0.06
421 39 0.18 0.14
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Appendix F

Figures

Figure E.1: Figures show the Class 0 SEDs of the JPS 450�m clumps as listed in Table E.5.
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Figure E.2: Figures show the Class I/II SEDs of the JPS 450�m clumps as listed in Table E.6.
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